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Classical complexity results

Definitions

K: effective field of characteristic zero

Klz]g={P € K[x]:deg, P < d}

K™ *"": ring of r x / matrices with coefficients in IK

Fundamental complexities

~

e M(d)=0(dlogdloglogd)= O(d): multiplication in K|[z]4
e O(r¥), w<2.373: multiplication in K" *"

Other operations

e For Klz]g4, division in O(M(d)), gcd in O(M(d) log d), etc.
e For K"*", inversion in O(r¥), etc.



Main problem and applications

Definitions

0=0/0x, so that 9z =2 0+ 1 when regarding = as an operator
Klz,0]qr={L €Kl[z,d]:deg, L <d,degs L <1}

Main problem
Complexity SM(d, r) of multiplication in K[z, 0|4 ,?
Applications

Recall: K(z)[0] is a skew polynomial ring

Exact division, division with remainder, extended division
Greatest common right divisors, least common left multiples
Fundamental systems of (truncated) power series solutions
Smallest annihilator of finite set of (truncated) power series



Main result

Known

[VdH,2002] SM(r,r)=0O(r*)
[Bostan,Chyzak,LeRoux,2008] < = O(SM(r,))
New result

SM(d, )= O(drmin (d,r)*2)
Generalizations

e Positive characteristic
e Other skew indeterminates 0 =20, o:x.—~z+c, Qpr—qx



Outline of the proof

Main ideas

e Evaluation-interpolation strategy:

K L = Interpolate(Eval(K) Eval(L)).

reflection

e (d,r)<——(r,d) allows us to assume that r >d
Admitted (Fast Hermite evaluation-interpolation)

Given d, p, distinct points «p, ..., 41 and a polynomial P € K|[z], 4, we can compute

P(Cko),Pl(Ofo), ...,P(“_l)(ao), ...... ,P(de_l),Pl(de_l), ...,P(“_l)(ad_l)

~

in time O(M(ud)logd)=0(M(ud)).
Same complexity for inverse operation of interpolation.



Operators «~~ Matrices

Matrix of an operator

L e IK[CU, 8]61,7», keNN, L: lK[x]k—> ]K[:C]]H_d

e / L(l)o L(xr—l)o
(I)L =
L(Dgtra—1 = L@" Dgga—1

"Fourier" multiplication (K, L € K[x,0]4.r)

2r+2d,2r
(I)KL -

2r+2d,2r+d 52r+d,2r
(I)K+ k (I)[ i
Complexity (L € IK[a:, 8]7~,7~)

e We can compute 7" from L in time O(r M(r)).
e We can recover L from ®7"" in time O(r M(r)).



Generalization to the case r > d

Operate on exponential polynomials (L € K[z, d]4.,)

e L also operates on K[z, 0] e** for every a € K
e More specifically, writing

we have:

L(Pe®®) = Lya(P)
Lya = Y, Li(z) (0+ )

Idea

For p=|r/d|, choose distinct ay,...,a,_1, and let L operate on

Wk; — ]K[a:]k et P ... @]K[ai]k edr—1%



Generalization to the case r > d, continued

Matrix representation (of L: V,— Vi)

/ phtd.k

X o

pl+dkl _ .
k phtdk

N—___

Complexity (L € K[z,0],,r, r=>d, p=|r/d])

e We may compute (I)%d’d] as a function of L in time O(d M(r)logr).

e We may recover L from @%d’d] in time O(dM(r)logr).

Proof

e For r>d, L operates on the same way on K|[z]; as its truncation

L L = L 2O

o Lew(Liag - Lxa,_,): Hermite evaluation-interpolation at p points of multiplicity d



Generalization to the case r > d, conclusion

"Fourier" multiplication (of K, L € K|z, 04, 7> d)

4d+2d,2d 4d,3d] +[3d,2d
plitrazd _ qfta.d glsda)

Theorem. Let K, L € K[z,0|4, withr>d. Then K L can be computed in time

SM(n,r) = O(d“~tr+dM(r)logr).



The case when d > r

Reflection
p: Klx,d] — Klzx,0]
r — 0
0 — —x
Properties

@ is a morphism: ¢ (9) ¢(z) — p(x) p(0)=—xd+0r =1

@ is a bijection between K|z, d],, , and K[0, z], ,,

pop=-Id, so p™'=—p

Thus, given K, L € K[z, 0], , with d >r, we may compute K L using

KL = —p(p(K)e(L)).



The case when r» > d, continued

Computing the reflection

Given
L = Z” pi,; 07 ",
compute g; ; with

— Y]
= Z” qi ;' 0.

Theorem. Given L € K[z, 0]q,,, we may compute p(L) in time O(min (d M(r),r M(d))).

Proof: (1) Show that
: AW
il gi =) (‘7 I )(Z+k)!pi+k,j+k

k>0

(2) Reduce to the computation of O(d+ r) Taylor shifts of length min (d, r).



