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In this note, we present a variant of an algorithm by Schönhage for counting the
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optimizations and also applies to more general analytic functions.
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1. Introduction

Many algorithms have been proposed for the reliable computation of zeros of complex poly-
nomials [Sch82, Gou96, KvB00, Pan02], assuming multiple precision arithmetic. A slightly
less ambitious problem is to count the number of zeros in a given disk; see also [Rum10,
Sections 13.2 and 13.3]. In this paper, we present a variant of Schönhage’s method [Sch82],
based on iterated Graeffe transforms, but with a few advantages.

We present our algorithm in the setting of ball arithmetic [vdH09], which is our pre-
ferred variant of interval arithmetic [Moo66, AH83, MKC09, Rum10]. In this framework,
a large part of the burden of bound computations is taken away from our shoulders and
moved to the underlying arithmetic. Moreover, the algorithm naturally applies for analytic
functions, which are represented by an approximating polynomial and a bound for the
error. Finally, during the iterated application of Graeffe transforms, some coefficients of
the polynomial become very small. Ball arithmetic allows us to move such coefficients to a
global error term and reduce the degree of the polynomial, thereby speeding up the overall
algorithm.

Our algorithm is presented for analytic functions whose power series expansion is given
explicitly up to a given order, together with an error bound for the tail. In practice, we
are often given a program which may compute the expansion (and tail bound) up to any
required order. If we are expecting a k-fold multiple root, then it is a good practice to
compute the expansion up to order O(zτk) for some 1<τ <2: this is usually only a constant
times more expensive than the computation of an expansion up to order O(zk+1), but
greatly improves the quality of the error bounds and the probability that our root counting
algorithm will be successful.
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2. Ball arithmetic

2.1. Basic principles

Let us briefly recall the principles behind ball arithmetic, while referring to [vdH09] for
details. Given a normed vector space K, we will denote by K or B(K,R) the set of closed
balls with centers in K and radii in R>= {x ∈R: x> 0}. Given such a ball z ∈B(K,R),
we will denote its center by cen(z) and its radius by rad(z). Conversely, given z ∈K and
r ∈R, we will denote by z+B(r) the closed ball with center z and radius r.

A continuous operation f :Kr→K is said to lift into an operation f :Kr→K on balls,
which is usually also denoted by f , if the inclusion property

f(x1,	 , xr) ∈ f(x1,	 ,xr) (1)

is satisfied for any x1, 	 , xr ∈K and x1 ∈ x1, 	 , xr ∈ xr. For instance, if K is a Banach
algebra, then we may take

x+ y = cen(x)+ cen(y)+B(rad(x)+ rad(y))

x− y = cen(x)− cen(y)+B(rad(x)+ rad(y))

xy = cen(x) cen(y)+B(rad(x) (|cen(y)|+ rad(y))+ |cen(y)| rad(x)).

Similar formulas can be given for division and elementary functions.

2.2. Floating point arithmetic

In concrete machine computations, numbers are usually approximated by floating point
numbers with a finite precision. Let R̃ = Rp be the set of floating point numbers at
a working precision of p bits. It is customary to include the infinities ±∞ in R̃ as well. The
IEEE754 standard [ANS08] specifies how to perform basic arithmetic with floating point
numbers in a predictable way, by specifying a rounding mode R∈{↓, ↑, l} among “down”,
“up” and “nearest”. A multiple precision implementation of this standard is available in the
Mpfr library [HLRZ00]. Given an operation f :Rr→R, we will denote by fR: R̃r→ R̃ its
approximation using floating pointing arithmetic with rounding mode R. This notation
extends to the case when R and R̃ are replaced by their complexifications C and C̃= R̃[i].

Setting C̃ = R̃[i], we will denote by C̃ or B(C̃, R̃) the set of closed balls in C with
centers in C̃ and radii in R̃>. In this case, we will also allow for balls with an infinite
radius. A continuous operation f :Cr→C is again said to lift to an operation f : C̃r→ C̃

on balls if (1) holds for any x1,	 ,xr∈ C̃ and x1∈x1,	 , xr∈xr. The formulas for the ring
operations may now be adapted to

x+ y = cen(x)+l cen(y)+B(rad(x)+↑ rad(y)+↑ ǫ+,x,y)

x− y = cen(x)−l cen(y)+B(rad(x)+↑ rad(y)+↑ ǫ−,x,y)

xy = cen(x)×l cen(y)+

B(rad(x)×↑ (|cen(y)|+↑ rad(y))+↑ |cen(y)| ×↑ rad(x)+↑ ǫ×,x,y),

where ǫ+,x,y, ǫ−,x,y and ǫ×,x,y are reliable bounds for the rounding errors induced by the
corresponding floating point operations on the centers; see [vdH09] for more details. Given
z ∈ C̃, it will be convenient to denote by ⌊z⌋ and ⌈z⌉ certified lower and upper bounds
for |z |.
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2.3. Balls of polynomials and analytic functions

Let B=B(1)⊆C denote the closed unit disk and S⊆C the closed unit circle. Let AB and
AS denote the rings of analytic functions on B resp. S. We define norms on AB and AS by

‖f ‖ = sup
z∈B

|f(z)| (f ∈AB)

‖f ‖ = sup
z∈S

|f(z)| (f ∈AS).

By the maximum modulus principle, the inclusion AB� AS preserves norms. Since our
criterion for root counting will be based on a variant of Rouché’s theorem, we will mainly
consider analytic functions on S in what follows. In order to avoid confusion with B(r),
we will denote by BS(r) the closed ball of radius r in AS:

BS(r) = {f ∈AS: ‖f ‖6 r}.

In view of section 2.1, we may then consider the space B(C[z], R) of balls with centers
in C[z] and radii in R>. Any such ball can be written f = P + BS(r) for P ∈ C[z]

and r ∈R>. For concrete machine computations, and in a similar way as in section 2.2,
we may also consider the space B(C̃[z], R̃) of balls with centers in C̃[z] and radii in R̃>.
Given f ∈ B(C̃[z], R̃), we will denote by ⌈⌈f ⌉⌉ a certified upper bound for f (z) on S. If
f =P0+
 +Pn z

n+BS(r), then we may for instance take ⌈⌈f ⌉⌉= ⌈P0⌉+↑
 +↑ ⌈Pn⌉+↑ r.

2.4. Simplification

Consider a ball f =P +BS(r)∈B(C̃[z], R̃) with n=degP > 0 and let eP be the maximum
of the exponents of the coefficients of P . Let q6 p be maximal such that

2eP−q >
r

256 (n+1)

and take q = 0 if 256 (n + 1) 2eP < r. Denote Zq = ±{0, 	 , 2q − 1}. Truncation of the
mantissas of the coefficients of P leads to a decomposition

P = Phead+Ptail,

where

Phead ∈ Zq[i][z] 2
eP+1−q

⌈⌈Ptail⌉⌉ 6 max
{ r

64
, 2eP+2−p

}

.

We define the simplification σ(f) of f by

σ(f) = Phead+BS(⌈⌈Ptail+BS(r)⌉⌉)

and notice that f ⊆ σ(f ).

2.5. Efficient multiplication

Assume now that we want to multiply two balls f =P +BS(r) and g = Q + BS(s) in
an efficient way. Modulo simplification, we may assume without loss of generality that
f = σ(f) and g=σ(g). For some common q6 p, we thus have

P ∈ Zq[i][z] 2
eP+1−q

Q ∈ Zq[i][z] 2
eQ+1−q
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We may multiply the integer polynomials P ∗ = P/2eP+1−q and Q∗/2eQ+1−q using any
fast classical algorithm, such as Kronecker substitution [PB94, GG02]. When truncating
(P ∗ Q∗) 2eP+eQ+2−2q back to a complex floating polynomial R∈ C̃[z], we have

⌈⌈R− (P ∗ Q∗) 2eP+eQ+2−2q⌉⌉ 6 2eR+2−p.

Consequently, we may take

fg = R+BS(2
eR+2−p+↑ r×↑ ⌈⌈Q⌉⌉+↑ s×↑ ⌈⌈P ⌉⌉+↑ r×↑ s).

3. The algorithm

Given an analytic function f ∈AS with no zeros on S, we will denote

κ(f) =
1

2 p i

∮

S

f ′(z)

f(z)
dz.

If f ∈AB, then κ(f) counts the number of zeros of f in the open unit disk. Now consider
a ball f =P +BS(r)∈B(C̃[z], R̃) of analytic functions. Whenever no f ∈ f admits a zero
on S, then κ(f)6 κ(f) does not depend on the choice of f ∈ f . The aim of this paper
is to compute κ(f) in this case. If some f ∈ f admit zeros which are too close to S, then
the algorithm is allowed to fail.

3.1. Rouché’s theorem

The method that we will use for certifying the number of roots relies on the following
variant of Rouché’s theorem.

Theorem 1. Let f(z) and g(z) be two analytic functions on S, such that

|f(z)− g(z)| < |g(z)|.

Then κ(f)=κ(g).

Proof. We will use a similar argument as in [Lan76, page 158]. Let γ be the path on S

which turns one time around the origin and let F = f/g. By our assumption, the path
F ◦ γ is contained in the open disk with center one and radius one. Since this disk does
not contain the origin, we have [Lan76, Lemma 3, page 116]

W (F ◦ γ, 0) 6 1
2 p i

∫

F ◦γ

dz
z

= 0.

But

W (F ◦ γ, 0) =
1

2 p i

∫

γ

F ′(z)

F (z)
dz = κ(f)− κ(g),

whence κ(f)= κ(g). �

Given a polynomial P = P0 + 
 + Pn zn ∈ C̃[z] and k ∈ N, let us denote by Pk̄ the
polynomial P0+
 +Pk−1 z

k−1+Pk+1 z
k+1+
 +Pn z

n.

Proposition 2. Consider a ball f = P + BS(r) ∈ B(C̃[z], R̃) and let k be the index for

which ⌈Pk⌉ is maximal. If

⌈⌈Pk̄+B(r)⌉⌉ < ⌊Pk⌋,
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then κ(f )= k.

Proof. Let f =P + ε with ‖ε‖6 r. Setting g= fk z
k, our assumption implies

|f(z)− g(z)| < |g(z)|,

for all z ∈S. By theorem 1, we conclude that κ(f)=κ(fk z
k)= k. �

3.2. Graeffe transforms

The second ingredient for our algorithm is the Graeffe transform, which we will use for
analytic functions. Given f ∈AS, we define its Graeffe transform g=Gr(f)∈AS by

feven(z
2) =

1

2
(f(z)+ f(−z))

fodd(z
2) =

1

2 z
(f(z)− f(−z))

g(z) = fodd(z)
2 z − feven(z)

2

=
1

4
((f( z

√
)− f(− z

√
))2− (f( z

√
)+ f(− z

√
))2)

If f is actually a polynomial, then we notice that g has the same degree as f . The
fundamental property of Graeffe transforms is:

Proposition 3. On a small annulus containing S, the roots of g are precisely the squares

of the roots of f, when counting with multiplicities.

Proof. By continuity under small deformations, it suffices to consider the case when g has
only simple zeros z near S. Now

g(z)= 0 ⇔ f( z
√

)− f(− z
√

)=±(f( z
√

)+ f(− z
√

))

⇔ f( z
√

)= 0∨ f(− z
√

)= 0,

for all z near S. �

Let us show that the Graeffe transform can be lifted to an operation Gr:B(C̃[z], R̃)→
B(C̃[z], R̃) which satisfies the inclusion property

f ∈ f ⇒ Gr(f)∈Gr(f),

for all f=P +BS(r)∈B(C̃[z], R̃) and f ∈AS. If r=0, then we may directly use the formula
Gr(f) = Podd

2 z − Peven
2 , assuming that the squares are computed using the algorithm for

ball multiplication in section 2.5. In general, we take

Gr(f) = Gr(P +BS(0))+BS(2 (⌈⌈Podd⌉⌉+ ⌈⌈Peven⌉⌉) r+2 r2)

and claim that this definition satisfies the inclusion property. Indeed, given f ∈ f , there
exists an ε∈BS(r) with f =P + ε. Hence,

Gr(f) = Gr(P )+ 2Poddεodd z+ εodd
2 z − 2Peven εeven− εeven

2 .

Since ‖εeven‖6 ‖ε‖ and ‖εodd‖6 ‖ε‖, we thus have

‖Gr(f)−Gr(P )‖ = ‖2Podd εodd z+ εodd
2 z− 2Pevenεeven− εeven

2 ‖
6 2 ‖Podd‖ r+ r2+2 ‖Peven‖ r+ r2

6 2 (⌈⌈Podd⌉⌉+ ⌈⌈Peven⌉⌉) r+2 r2.

This proves our claim.
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3.3. Root counting

Putting together the various pieces, we now have the following algorithm for root counting.
Optionally, one may add an extra integer parameter in order to limit the number of
recursive calls to, say, ⌈2 log2 p⌉.

Algorithm root-count(f)
Input: f ∈B(C̃[z], R̃)
Output: κ(f) or failure

Let f6 σ(f ) and write f =P +BS(r)
If P =0, then abort
Let v6 val(P ) and P 6 P z−v

Let k be such that |Pk| is maximal
If r> |Pk|, then abort
If ⌈⌈Pk̄+BS(r)⌉⌉< ⌊Pk⌋, then return k+ v

Return root-count(Gr(P +BS(r)))

One nice property of this algorithm is that the degree of P often quickly decreases during
successive recursive calls. More precisely, let z1,	 , zn be the zeros of P , ordered such that
|z1|<
 |zk|< 1< |zk+1|<
 < |zn|. Then

Gri(p)
Gri(p)k

= (z − zk
2i)
 (z − z1

2i) (1− zk+1
−2i z)
 (1− zn

−2i z).

In the right hand size, all coefficients which smaller than 2−p are discarded via simplifi-
cation. Roughly speaking, for j < k, the j-th coefficient therefore only survives as long as
(zj
 zk)

2i> 2−p.

3.4. Alternative termination strategies

In our algorithm, satisfaction of the condition ⌈⌈Pk̄+BS(r)⌉⌉< ⌊Pk⌋ enabled us to produce
a final certified root count. It may be possible to design quick certified root counts for
other favourable cases. Any alternative root counting strategy may actually be tried before
applying our algorithm, or even at every stage as a replacement of the default strategy
based on the condition ⌈⌈Pk̄+BS(r)⌉⌉< ⌊Pk⌋.

One natural alternative root counting strategy is based on the evaluation of f at
many points on S. Let N to be the smallest power of two which is larger than p n and
take ω = e2pi/N . Then we may efficiently evaluate P at 1, ω, 	 , ωN−1 using the FFT.
Furthermore, the distance between two successive powers of ω is bounded by 1/n. Now
assume that

⌈⌈P ′⌉⌉
2n

< ⌊P (ωk)⌋− r (2)

for all k. Then it is guaranteed that f admits no zeros on S. Hence,

κ(f) =
1
2 p

∑

k=0

n−1

arg
P (ωk+1)

P (ωk)
.

When multiplying the number of points N by a constant K, we may replace 2n by 2Kn

in the denominator of (2). We may also consider the second order condition

⌈⌈P ′′⌉⌉
4n2 +

⌈P ′(ωk)⌉
2n

< ⌊P (ωk)⌋− r (3)
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instead of (2), which requires the additional evaluation of P ′ at the powers ωk. The
conditions (2) and (3) have a reasonable chance of being satisfied if the closest root of f

with respect to S is at distance at least n−1.
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