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ABSTRACT
In this paper, we survey various basic and higher level tasks in
computer algebra from the complexity perspective. Particular
attention is paid to problems that are fundamental from this point
of view and interconnections between other problems.

1 Introduction
Which problems in symbolic computation can be solved reasonably
fast? Given a problem, would it be possible to predict how much
time is needed to solve it? The area of computational complexity
was designed to provide answers to such questions. However,
symbolic computation has a few particularities that call for extra
or separate techniques.

One particularity is that the most prominent algorithms typi-
cally get implemented, so we can check theory against practice. A
satisfactory complexity theory in our area should at least be able
to explain or model running times that are observed in practice.

However, such a theory should be more than an ennobled tool
for benchmarking. We also wish to gain insight into the intrinsic
complexity of problems, understand how the complexities of dif-
ferent problems are related , and identify the most central compu-
tational tasks in a given area (these tasks typically require highly
optimized implementations).

Traditionally, a distinction is made between the analysis of algo-
rithms (how to analyze the complexity of a given algorithm) and
complexity theory (fitting problems into complexity classes and
proving lower bounds). This paper partially falls in the second
category, since we will be interested in classes of algorithms and
problems. Such a broader perspective is particularly useful if you
want to implement a new computer algebra system, like Math-
emagix in my case [77], or a library for such a system.

However, traditional complexity theory is not very adequate
for computer algebra, due to the disproportionate focus on lower
bounds and coarse complexity classes. Fortunately, as will be
argued in Section 3, we already have many ingredients for devel-
oping a more meaningful complexity theory for our area. I found
it non-trivial to organize these ingredients into a “grand theory”.
In this survey, I will therefore focus on concrete examples that
reflect the general spirit.

The first series of examples in Section 4 concerns basic opera-
tions like multiplication, division, gcds, etc. for various algebras.
We will see how various basic complexities are related and how
some of them can be derived using general techniques.
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In Section 5, we will turn to the higher level problem of poly-
nomial system solving. My interest in this problem is more recent
and driven by complexity considerations. I will survey advantages
and limitations of the main existing approaches and highlight a few
recent results.

2 Two extremist views on complexity theory
2.1 Traditional complexity theory
Standard theoretical computer science courses on computability
and complexity theory [101] promise insight into two questions:

Q1. What can we compute?

Q2. What can we compute efficiently?

Whereas there is broad consensus about the definition of com-
putability (Church' thesis), it is harder to give a precise definition of
“efficiency”. For this, traditional complexity theory heavily relies
on complexity classes (such as P, NP, etc.) in order to describe the
difficulty of problems. In principle, this provides some flexibility,
although many courses single out P as “the” class of problems that
can be solved “efficiently”.

Now the question Q2 is actually too hard for virtually all
interesting problems, since it involves proving notoriously dif-
ficult lower bounds. Our introductory course goes on with the
definition of reductions to relate the difficulties of different prob-
lems: if problem A reduces in polynomial time to an NP-complete
problem B, then A is NP-complete as well. This allows us to use
NP-completeness as a surrogate for “lower bound”.

A big part of complexity theory is then devoted to proving such
hardness results: the emphasis is on what cannot be computed fast;
understanding which problems can be solved efficiently (and why
and how) is less of a concern (this is typically delegated to other
areas, such as algorithms).

There are numerous reasons why this state of the art is unsat-
isfactory for symbolic computation. At best, negative hardness
results may be useful in the sense that they may prevent us from
losing our time on searching for efficient solutions. Although:

“You prove that problems are hard and I write computer pro-
grams that solve them.” (Richard Jenks [81])

For instance, deciding whether a system of polynomial equations
over 𝔽2 has a solution is a typical NP-complete problem, since it
is equivalent to SAT [24]. At the same time, the computer algebra
community has a long and successful history of solving polyno-
mial systems [16, 29], at least for specific instances. From a theoret-
ical point of view, it was also proved recently that all solutions
of a generic dense system of polynomial equations over ℤ can be
computed in expected quasi-optimal time in terms of the expected
output size; see [75] and Section 5.5 below.

In the past decade, there has been a lot of work to understand
such paradoxes and counter some of the underlying criticism.
For instance, the specific nature of certain input instances is
better taken into account via, e.g., parametric or instance com-
plexity [108]. Complexity classes with more practical relevance
than P have also received wider attention [117].
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But even such upgraded complexity theories continue to miss
important points. First of all, lower bound proofs are rarely
good for applications: for the above polynomial time reduction
of problem A to the NP-complete problem B, any polynomial time
reduction will do. If we are lucky to hit an easy instance of A,
such a reduction typically produces an intractable instance of B.
In other words: negative reductions do not need to be efficient.

Secondly, the desire to capture practical complexity via asymp-
totic complexity classes [81, Cook's (amended) thesis] is unrealistic:
even a constant time algorithm (like any algorithm on a finite
computer which terminates) is not necessarily “practical” if the
constant gets large; constants are essential in practice, but hidden
through asymptotics.

A more subtle blind spot concerns the framework of complexity
classes itself, which has modeled the way how several genera-
tions have been thinking about computational complexity. Is it
really most appropriate to put problems into pigeonholes P, NP,
EXP, L, etc.? Sorting and matrix multiplication are both in P;
does this mean that these problems are related? In computer
algebra we have efficient ways to reduce division and gcds to
multiplication [35, 15]; the complexities of interpolation, multi-
point evaluation, factorization, and root finding are also tightly
related (see Section 5); a good complexity theory should reflect
such interconnections.

2.2 Take your stopwatch
Implementors tend to have a more pragmatic point of view on
complexity:

“Do you want to know whether your algorithm is faster? Take
your stopwatch and run it.” (Mark van Hoeij)

It is true that a complexity-oriented approach to the development
of algorithms (as advocated by the author of these lines) may be
overkill. For instance, there has been a tendency in computer
algebra to redevelop a lot of linear algebra algorithms to obtain
complexities that are good in terms of the exponent ω < 2.3729
of matrix multiplication [34]. But ω stays desperately close to 3,
in practice.

Yet, there are obvious pitfalls when throwing all complexity
considerations overboard: your stopwatch will not predict whether
you should take a cup of coffee while your algorithm runs, or
whether you should rather go to bed.

What one osten needs is a rough educated idea about expected
running times. Such a relaxed attitude towards complexity is
omnipresent in neighboring areas such as numerical analysis.
The popular textbook [104] is full with assertions like “the LU-
decomposition [ . . . ] requires about /1 3N

3 executions [ . . . ]” (end
of Section 2.3.1), “the total operation count for both eigenvalues
and eigenvectors is ∼25 n3” (Section 11.7), etc.

Another obvious problem with benchmarks is that experiments
on computers from fifty years ago may be hard to reproduce today;
and they probably lost a lot of their significance with time.

But there are also less obvious and more serious problems when
your stopwatch is all you got. I hit one such problem during the
development of relaxed power series arithmetic [52, 54]. Polya
showed [103] that the generating series of the number of stereoiso-
mers with molecular formula CnH2n+1OH satisfies the equation

s(z) = 1+ 1
3 z (s(z)3 + s(z3)).

Many terms of this series can be computed using relaxed arith-
metic. However, when doing so for rational coefficients, timings
were much slower than expected. The reason was that GMP [39]
used a naive algorithm for large gcd computations at that time.
This came as a big surprise to me: if I had just tried the new algo-
rithms with a stopwatch in my hand, then I probably would have
concluded that they were no good!

Study 1997 2004 2012 2017 2021
None 53% 47% 27% 28% 37%
Benchmarks 17% 30% 22% 24% 24%
Complexity analysis 22% 9% 27% 39% 29%
Both 8% 14% 24% 9% 10%

Table 1. Statistics for the number of papers in ISSAC proceedings that con-
tain benchmarks, a complexity analysis, nothing of this kind, or both.

This was really a serious problem. Around the same period,
at every computer algebra meeting, there would be an asternoon
on fast linear algebra without divisions (variants of Bareiss' algo-
rithm). This research direction became pointless when GMP even-
tually integrated a better algorithm to compute gcds.

When implementing your own algorithm in a modern computer
algebra system, you typically rely on a lot of other algorithms,
some of which may even be secret in proprietary systems. You also
rely on very complex hardware with multi-core SIMD processors
and many levels of cache memory. One of the aims of complexity
theory as opposed to the analysis and benchmarking of a single
algorithm should be to get a grip on the broad picture.

A better global understanding might guide future developments.
For instance, working in algebraic extensions has bad press in
computer algebra for being slow; “rational” algorithms have been
developed to counter this problem. But is this really warranted
from a complexity point of view? Could it be that algebraic exten-
sions simply are not implemented that well?

In symbolic computation, it is also natural to privilege sym-
bolic and algebraic methods over numeric or analytic ones, both
because many of us simply like them better and because we have
more efficient support for them in existing systems. But maybe
some algebraic problems could be solved more efficiently using
numerical methods. What about relying more heavily on homo-
topy methods for polynomial system solving? What about numer-
ical differential Galois theory [23]?

3 Symbolic computation

3.1 Complexity at ISSAC
How does the ISSAC community deal with complexity issues? In
Table 1, I compiled some statistics for actual papers in the pro-
ceedings, while limiting myself to the years 1997, 2004, 2012, 2017,
and 2021. I checked whether the papers contained benchmarks,
a complexity analysis, both, or nothing at all.

It is clear from Table 1 that the ISSAC community cares about
complexity issues. Many papers contain a detailed complexity
analysis. For high-level algorithms with irregular complexities,
authors often provide benchmarks instead. Besides providing inter-
esting insights, one may also note that “objective” benchmarks
and complexity results are frequently used to promote a new algo-
rithm, especially when there are several existing methods to solve
the same problem.

Only a few papers mention traditional complexity classes and
lower bounds are rarely examined through the lens of computa-
tional hardness. Instead, it is typically more relevant to determine
the cost and the size of the output for generic instances. For
instance, instead of proving that “polynomial system solving is
hard”, one would investigate the complexity of solving a generic
system in terms of the Bézout bound (which is reached for such
a system).

Most theoretical complexity results are stated in the form of
upper bounds. Both algebraic and bit-complexity models are very
popular; occasionally, bounds are stated differently, e.g. in terms
of heights, condition numbers, probability of success, etc.
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One interesting characteristic of algorithms in symbolic com-
putation is that their complexities can osten be expressed in terms
of the basic complexities of multiplying n-bit integers, degree d
polynomials, and r × r matrices. Several papers even use special
notations I(n), M(d), and rω for these complexities. In a similar
manner, number theorists introduced

Ln[α , c]≔e(c+o(1))(logn)α (loglogn)1−α

in order to express the complexities of fast algorithms for integer
factorization and discrete logarithms. We will return to these
observations in Section 3.2 below.

In the past decade, there have been many developments “beyond
the worst-case” analysis of algorithms [108]. To which extent
are these developments relevant to the ISSAC community? For
instance, a hard problem may become easier for particular input
distributions that are meaningful in practice. It is important to
describe and understand such distributions more precisely. Sur-
prisingly, very few papers in our area pursue this point of view.
On the other hand, there are many lists of “interesting” problems
for benchmarking. Conversely, only the last page 660 of [108]
contains a table with experimental timings.

In my personal research, I also encountered various interesting
algorithms that scream for yet other non-traditional analyses:
amortized complexity (fast algorithms modulo precomputa-
tions [73]), conjectured complexity (dependence on plausible but
unproven conjectures [49]), heuristic complexity [69], irregular
complexity (various operations over finite fields 𝔽pκ can be done
faster if κ is composite or smooth [67, 76]).

3.2 Fundamental complexities
Hardy already noted that many natural orders of growth can be
expressed using exp-log functions [43]; this in particular holds
for the asymptotic complexities of many algorithms. Instead
of searching for “absolute” complexity bounds, it has become
common to express complexities in terms of other, more “funda-
mental” complexities such as I(n), M(d), rω, and Ln[α ,c] that were
introduced above.

In a similar way as traditional complexity theory is organized
through complexity classes P, NP, EXP, L, etc., I think that fun-
damental complexities can play a similar role for symbolic compu-
tation and beyond.

Whereas complexity classes give a rough idea about how fast
certain problems can be solved, fundamental complexities provide
more detailed information such as “the problem essentially reduces
to linear algebra”.

In fact, the language of complexity bounds (especially when
enriched with notations such as I(n), M(d), and rω) is more expres-
sive and precise than the language of complexity classes: whereas

PRIMES∈P

vaguely states that primality can be checked “fast”,

GCD(d) = O(M(d) log d) (1)

states that computing gcds essentially reduces to multiplication,
plausibly using a dichotomic algorithm.

Another advantage of (re-)organizing complexity theory in
this direction is that fundamental complexities are hardware-
oblivious: the bound (1) holds on Turing machines, for algebraic
complexity models, on quantum computers, as well as on many
parallel machines. Deciding whether integer factorization can be
done in polynomial time may lead to different outcomes on Turing
machines and quantum computers.

With the help of fundamental complexities, even constant fac-
tors can be made more precise. For instance, [35, Exercise 11.6]
indicates how to prove that

GCD(d)⩽( 10
log 2

+ o(1))M(d) log d .

This osten makes it possible to predict running times very accu-
rately, provided we know the performance of a few basic algo-
rithms. Implementors can then optimize these basic algorithms.

Fundamental algorithms may also be implemented in hard-
ware. For instance, Apple's new M1 processor contains a matrix
coprocessor. With suitable hardware, it might very well be pos-
sible to “achieve” ω=2 for many real world applications.

The question remains which complexities are worthy to be
dubbed “fundamental”. This question is actually a productive
common thread whenever you want to understand complexity
issues in some area. It asks you to identify the most fundamental
algorithmic building blocks. Sometimes, this requires the intro-
duction of a new fundamental complexity (such as modular com-
position or multi-point evaluation for polynomial system solving;
see Section 5 below). Sometimes, you may find out that your
area reduces to another one from an algorithmic point of view.
For instance, computations with the most common Ore operators
essentially reduce to polynomial linear algebra.

3.3 Back to our stopwatch
Asymptotic complexity bounds can be treacherous from a practical
point of view. The most notorious example is matrix multipli-
cation: it has been proved that ω < 2.3729 [34], but I am not
aware of any implementation that performs better than Strassen's
algorithm [115] for which ω= log2 7 ≈ 2.807. A more interesting
example is Kedlaya–Umans' recent algorithm for modular com-
position [84]. We were unable to make it work fast in practice [70,
Conclusion], but it is unclear whether variants of the algorithm
might allow for efficient implementations.

Whereas hardness results dissuade implementors from search-
ing overly efficient solutions for certain problems, the main prac-
tical interest of the above complexity bounds is to dissuade com-
plexity theorists from trying to prove overly pessimistic lower
bounds.

One useful indicator for practical differences in performance is
the crossover point: if A is asymptotically faster than B, for which
size nA,B of the input does A actually become faster? Curiously,
crossover points are osten mentioned en passant when discussing
benchmarks, but they have not really been the subject of sys-
tematic studies: does anyone know what is the crossover point
between naive matrix multiplication and any of the asymptoti-
cally fast algorithms with ω⩽2.5?

It is illuminating to study the complexities of A and B near
the crossover point. For instance, for Strassen's algorithm versus
naive matrix multiplication, assume that the crossover point is
nA,B ≈1000. Then this means that we need a matrix of size 32000×
32000 in order to gain a factor two with Strassen's method: for
ω= log7 2, we have (25)3/(25)ω=25(3−ω) ≈1.95.

Now there are many recent bounds in the recent computer
algebra literature of the form T (n) = Õ(naω+b). Here the sost-O
notation Õ(f ) stands for O(f (log f )O(1)) and serves to “discard”
all logarithmic factors. Although I think that it is a good practice
to state complexity bounds in terms of ω (for instance, ω might
be lower for sparse or structured matrices), I suspect that the dis-
carded logarithmic factors are osten far more significant.

On the complexity of symbolic computation 3



Algebra Complexity Reference, validity
ℤ O(n log n) [48], bit complexity
𝕂[x] O(d log d log log d) [113, 111, 19], algebraic

O (d log d 4log∗d) [47], char𝕂>0
O(d log d) [49], char𝕂>0, conjectured

𝕂r×r O(rω), ω<2.3729 [34], algebraic

Table 2. Best known complexity bounds for multiplying integers, polyno-
mials, and matrices.

In this paper, I focus on sequential bit-complexity [101] and
algebraic complexity [17]. Of course, modern computers come with
complex cache hierarchies and they are highly parallel (distrib-
uted over networks, multi-core, and with wide SIMD instructions).
A model for measuring the cost of cache misses was proposed
in [33]. For a past ISSAC tutorial on parallel programming tech-
niques in computer algebra, I refer to [94]. The Spiral project [106]
is also noteworthy for using computer algebra to generate par-
allel code for low level transforms such as FFTs.

4 Basic arithmetic
Computer algebra systems are usually developed in layers, as are
mathematical theories. The bottom layer concerns numbers. The
next layers contain basic data structures such as univariate poly-
nomials, dense matrices, symbolic expressions, and so on. Gröbner
bases, symbolic integration, etc. can be found in the top layers.

My mental picture of a complexity theory for computer algebra
roughly follows the same structure. The aim is to understand the
complexity issues layer by layer, starting with the lowest ones.

4.1 Multiplication
In order to figure out the cost of basic arithmetic operations, multi-
plication is the central operation to analyze first. We have already
encountered the fundamental complexities I(n), M(d), and rω, for
which the best known bounds are summarized in Table 2.

Multiplication is fundamental in two ways. On the one hand,
many other operations can efficiently be reduced to multiplication.
On the other hand, the techniques that allow for fast multipli-
cation are typically important for other operations as well. In
Table 3, I summarized the complexity of multiplication for a few
other important algebras.

Other noteworthy bounds in the same spirit concern truncated
multiplication [96, 42, 46], middle products [41, 15], multivariate
power series [88], symmetric polynomials [66], rectangular matrix
multiplication [79, 86], and sparse differential operators [36].

Technically speaking, many algorithms for fast multiplication
rely on evaluation-interpolation (or, more generally, they rewrite
the problem into a simpler multiplication problem for another
algebra). The complexity of such algorithms can be expressed in
terms of the number of evaluation points and the cost of conver-
sions.

Algebra Complexity Notes

ℤp I(n)eO( loglogn� ) [59], relaxed

𝕂[[z]] M(d)eO( loglogd� ) [59], relaxed

𝕂r×r[x] O(r2 M(d)+ rωd) [12]

𝕂[x, ∂x] O(r M(d) log d + rω−1 d) [6], d ⩾ r =deg∂
O(d M(r) log r + dω−1 r) [6], r ⩾d

𝕃 |𝕂
tower M(d)eO( logd� ) [68], d = [𝕃 :𝕂]
𝕂[x] O(M(s)) [69, 64], sparse, heuristic

Table 3. Best known complexity bounds for multiplication in various alge-
bras. In the last bound, s stands for the total size of the supports of the input
and output.

Operation Complexity References
Quotient+remainder ∼2 I(n) [57]
Reciprocal ∼ /13

9 I(n) [45]

Square root ∼ /4 3 I(n) [45]
Base conversion
Amortized CRT O(I(n)

log n
log log n) [61]

Gcd, lcm O(I(n) log n) [110, 93]
CRT O(I(n) log n) [32, 92]
Exponential
Logarithm O(I(n) log n) [13]

Evaluation of
holonomic functions O(I(n) log2 n) [22, 53, 91]

Table 4. Complexity bounds for various basic operations on n-bit integers
and/or floating point numbers. The first four bounds assume the FFT-model.

For instance, given an evaluation-interpolation scheme for
degree d polynomials, let N(d) and E(d) denote the number of eval-
uation points and the cost of evaluation/interpolation. Then the
complexity of multiplying two matrices of degree d in 𝕂[x]r×r

becomes
N(d) rω+3 E(d) r2.

The evaluation-interpolation scheme should carefully be selected
as a function of d and r , with a trade-off between the efficiency
of the conversions and the compactness of the evaluated polyno-
mials.

There exist numerous important schemes: fast Fourier trans-
forms [25], Karatsuba and Toom-Cook transforms [83, 116], Chi-
nese remaindering [26, 61], Nussbaumer (or Schönhage–Strassen)
polynomial transforms [113, 99], truncated Fourier transforms [55],
Chudnovsky2 evaluations and interpolations [21], and so on.

4.2 Basic operations
For other basic arithmetic operations like division, square roots,
gcds, matrix decompositions, exp, log, etc., one may proceed in
two stages: we first seek an efficient reduction to multiplication
and then further optimize the method for particular multiplication
schemes.

For instance, operations such as division and square root, but
also exponentials of formal power series, can be reduced efficiently
to multiplication using Newton's method [14]. When using such
an algorithm in combination with FFT-multiplication, some of the
FFTs are typically redundant. Constant factors can then be reduced
by removing such redundancies [7, 8]. Note that Shoup's NTL
library is an early example of a library that makes systematic use
of specific optimizations for the FFT-model [114].

One may go one step further and modify the algorithms such
that even more FFTs are saved, at the cost of making the compu-
tations in the FFT-model a bit more expensive. This technique of
FFT trading leads to even better asymptotic constant factors or
complexities [57, 45, 44, 61].

Table 4 contains a summary of the best known asymptotic com-
plexity bounds for various basic operations on integers and/or
floating point numbers. Similar bounds hold for polynomials and
truncated power series. The first three bounds were actually
proved for polynomials and/or series, while assuming the FFT-
model: one degree d multiplication is equivalent to six DFTs of
length d .

CRT stands for the Chinese remainder theorem; conversions
in either direction have the same sostly linear complexity. This
was originally proved for polynomials, but also holds for integer
moduli [15, Section 2.7]. For amortized CRTs, the moduli are fixed,
so quantities that only depend on the moduli can be precomputed.
A holonomic function is a function that satisfies a linear differen-
tial equation over ℚ̄[x], where ℚ̄ is the field of algebraic numbers.
Many special functions are of this type.
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Some bounds for transcendental operations are better for power
series than for numbers. For instance, exponentials can be com-
puted in time ∼ /13

6 M(d) modulo O(zd). Using relaxed or online
arithmetic, when coefficients are fed one by one, solving power
series equations is as efficient as evaluating them [54, 63]. For
instance, in the Karatsuba model g = exp f can be computed in
time ∼M(d) using g = ∫ f ′ g. In the FFT-model, one has to pay a
small, non-constant price for relaxed multiplication (see Table 3).

The numerical evaluation of analytic functions reduces into
power series computations and the computation of effective error
bounds. This can be used to solve many problems from numerical
analysis with high precision. For instance, the reliable integra-
tion of an algebraic dynamical system between two fixed times
and with a variable precision of n bits takes O(I(n2)) bit opera-
tions [58]. See [80, 90] for other sostware packages for reliable
numerical computations with high precision.

Similar tables as Table 4 can be compiled for other algebras. For
instance, the inverse of an r ×r matrix with entries in a field 𝕂 can
be computed in time O(rω) [115]. If SM(d , r) stands for the com-
plexity of multiplying two operators in 𝕂[x, ∂] of degree ⩽d in x
and order ⩽r in ∂, then exact right division of two such operators
can be done in time O(SM(d , r) log d) [62].

4.3 Sparse interpolation
One big enemy of symbolic computation is intermediate expression
swell. This phenomenon ruins the complexity of many algorithms.
For instance, let M be an r × r matrix with formal entries ai, j and
consider the computation of ((M−1)⊤)−1. For n ⩾ 20, the inter-
mediate expression for M−1 is prohibitively large, when fully
expanded as a rational function in the parameters ai, j. But the
end-result M⊤is fairly small. The technique of sparse interpola-
tion proposes a remedy to this problem.

In general, we start with a blackbox function f , such as the
above function that associates ((M−1)⊤)−1 to (ai, j)1⩽i, j⩽r . The
function f is usually given by a DAG that computes one or more
polynomials or rational functions that involve many parameters.
The DAG should be of reasonable size, so that it can be evaluated
fast. In our example, the DAG might use Gaussian elimination
to compute the inverses. Then sparse interpolation allows for
the efficient symbolic reconstruction of the actual polynomials or
rational functions computed by f , whenever these are reasonably
small. This is an old topic [105, 5, 18] with a lot of recent pro-
gress; see [107] for a nice survey.

Let us focus on the case when f computes a polynomial with
rational coefficients. From a complexity perspective, the most
important parameters are the size L of f as a DAG, the size s of
its support as a polynomial, and the bit size b of the coefficients
(the degree and dimension are typically small with respect to s +b,
so we will ignore them for simplicity). Sparse interpolation goes
in two stages: we first determine the support of f , typically using
a probabilistic algorithm of Monte Carlo type. We next determine
the coefficients.

Now the first stage can be done modulo a sufficiently large prime
p=Ω(log s), so the complexity hardly depends on b. Using Prony's
algorithm [105], this stage first involves 2 s evaluations of f of
cost O(L s I(log p)); using Cantor–Zassenhaus for polynomial root
finding [20], we next need O(M𝔽p(s) log2 s) =O(s log3 s I(log p))
operations to recover the support. Finally, the coefficients can be
computed using transposed polynomial interpolation [18, 11], in
time O(I(sb) log s).

The dominant term in the resulting complexity O(s (L +
log3 s) I(log p) + I(s b) log s) depends on the asymptotic region we
are in. The logarithmic terms are significant. For instance, if f =

det M for the above matrix M , then s = r!, log s =Θ(r log r), L=
rω, and b =O(1), whence the Cantor–Zassenhaus step dominates
the cost. In [40, 78], it was shown how to save a factor Ω(log s)
by using the tangent Graeffe method; aster that, the evaluation
step dominates the cost.

For basic arithmetic operations on sparse polynomials or low
dimensional linear algebra with sparse polynomial coefficients,
the evaluation cost L can be amortized using multi-point eval-
uation; this essentially achieves L=Θ(log s). In such situations,
both Prony's algorithm and the tangent Graeffe algorithm become
suboptimal. It then becomes better to evaluate directly at suit-
able roots of unity using FFTs, which allows for another Θ(log s)
speed-up, also for the computation of the coefficients. In partic-
ular, sparse polynomial multiplication becomes almost as fast as
dense multiplication. However, the technical details are subtle and
can be found in [69, 64].

5 Polynomial system solving
One central problem in symbolic computation is polynomial
system solving. Now the mere decision problem whether there
exists one solution is a notorious NP-hard problem. However, most
algorithms in computer algebra concern the computation of all
solutions, for various representations of solutions. The number
of solutions may be huge, but the cost of finding them is osten
reasonable with respect to the size of the output.

In this section, we focus on the complete resolution of a generic
affine system of n polynomial equations of degrees d1, . . . ,dn. For
definiteness, we assume that the coefficients are in ℤ, ℂ, or 𝔽p.
For simplicity, we also assume that d1 = ⋅ ⋅ ⋅ = dn = d . For such
a generic system, all solutions are isolated and simple and the
number of solutions reaches the Bézout bound D= d1 ⋅ ⋅ ⋅ dn = dn.

There exist several approaches for polynomial system solving:

• Gröbner bases.

• Numeric homotopies.

• Geometric resolution.

• Triangular systems.

We will restrict our exposition to the first three approaches. But
we start with a survey of the related problem of multi-point eval-
uation, followed by an investigation of the univariate case, which
calls for separate techniques.

5.1 Multi-point evaluation
Let 𝕂 be a field and 𝔸 an algebra over 𝕂. The problem of multi-
point evaluation takes P ∈ 𝕂[x] = 𝕂[x1, . . . , xn] and x1, . . . , xN ∈
(𝔸n)N as input and should produce P (x1),...,P (xN ) as output. This
problem is closely related to polynomial system solving: given
a tentative solution of such a system, we may check whether it
is an actual solution using multi-point evaluation. For complex or
p-adic solutions, we may also double the precision of an approx-
imate solution through a combination of Newton's method and
multi-point evaluation.

Using the technique of remainder trees [35, Chapter 10], it is
classical that the univariate case with 𝔸=𝕂 can be solved in softly
optimal time O(M(d)N /d) if N ⩾d and O(M(N )d /N ) if d ⩾N .

The special case when n=N =1 and 𝔸 is an algebraic extension
of 𝕂 (typically of degree d) is called the problem of modular com-
position. This problem can be solved in time O(nϖ + n√ M𝕂(n))
using Stockmeyer and Paterson's baby-step-giant-step technique;
see [102] and [82, p. 185]. The constant ϖ > 1.5 is such that
a n√ × n√ matrix over 𝕂 may be multiplied with another n√ × n
rectangular matrix in time O(nϖ). One may take ϖ<1.629 [86, 73].
The same technique can be applied for other multi-point/modular
evaluation problems [68, Section 3].
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A breakthrough was made in 2008 by Kedlaya and Umans [84],
who showed that modular composition and multi-point evalua-
tion with 𝔸=𝕂 are related and that they can both be performed
with quasi-optimal complexity. For instance, the complexity of
modular composition is d eO( logd loglogd� ). Unfortunately, their algo-
rithms do not seem to be efficient in practice [70, Conclusion];
being non-algebraic, their approach is also not generally applic-
able in characteristic zero.

In the past decade, Grégoire Lecerf and I have investigated sev-
eral more practical alternatives for Kedlaya-Umans' algorithms.
Over the integers and rationals, modular composition can be done
in softly optimal time for large precisions [71]. Over finite fields 𝔽q
with q = pλ and p prime, it helps when λ is composite [67]; if λ
is smooth, then composition modulo a fixed irreducible polyno-
mial of degree λ can even be done in sostly optimal time.

There has also been progress on the problem of amortized multi-
point evaluation, when the evaluation points are fixed [74, 97, 72].
This has culminated in a sostly optimal algorithm for any fixed
dimension [73]. It would be interesting to know whether gen-
eral multi-point evaluation can be reduced to the amortized case.

5.2 Univariate polynomials
Consider the problem of computing the complex roots z1, . . . , zd
of a square-free polynomial P ∈ ℂ[z]. Obviously, this problem is
equivalent to the problem to factor P over ℂ.

If we have good approximations of the roots, then we may use
Newton's method to double the precision of these approximations.
Provided that our bit-precision b is sufficiently large, this can be
done for all roots together using multi-point evaluation, in sostly
optimal time O(I(b d) log d). Our problem thus contains two main
difficulties: how to find good initial approximations and what to
do for small bit-precisions?

Based on earlier work by Schönhage [112], the root finding
problem for large precisions was solved in a sostly optimal way by
Pan [100]. Assuming that |zi|⩽1 for all i, he essentially showed that
P can be factored with b bits of precision in timeO(d log2d (log2d +
log b) I(b)) = Õ(d (d + b)). In particular, the sost optimality occurs
as soon as b =Θ(d).

The remaining case when b = o(d) was solved recently by
Moroz [95]. He shows how to isolate the roots of P in time
Õ(d (b + log κ)), where κ is a suitable condition number. A cru-
cial ingredient of his algorithm is fast multi-point evaluation for
small b. Moroz shows that this can be done in time Õ(d b), by
improving drastically on ideas from [56, Section 3.2]. A refined
analysis shows that his algorithm can be made to run in time
O(I(d b) log d) when b > log d .

For polynomials P ∈ ℚ[x], one may also ask for an algorithm
to factor P over ℚ instead of approximating its roots in ℂ. The
famous LLL-algorithm provided the first polynomial-time algo-
rithm for this task [89]. A practically more efficient method was
proposed in [50]. For subsequent improvements on the complexity
of lattice reduction and its application to factoring, see [51, 98].

When P has coefficients in the finite field 𝔽q with q = pλ and
p prime, the best current general purpose factorization algorithm
is (Las-Vegas) probabilistic and due to Cantor–Zassenhaus [20];
it has (expected) complexity O(Mq(d) log q log d), where Mq(d)
stands for the cost of multiplying two polynomials of degree d
over 𝔽q (assuming a plausible number-theoretic conjecture, we
have Mq(d)=O (d logq log(d logq))). Note that the bit-complexity
of the Cantor–Zassenhaus algorithm is quadratic in log q. If P
splits over 𝔽q, then the Tangent-Graeffe algorithm is osten more
efficient [40, 78]. In particular, if q− 1 is smooth, then the com-
plexity drops to O(Mq(d) log d).

If λ is large, then factorization over 𝔽q can be reduced effi-
ciently to modular composition [82]. This yields the bound
d1.5+o(1) log1+o(1) q + Õ(d log2 q) when using Kedlaya–Umans'
algorithm for modular composition. If λ is composite, then [67]
describes faster algorithms for modular composition. If λ is smooth
and d is bounded, then factorization can even be done in sostly
optimal time Õ(d logq) [76].

5.3 Gröbner bases
Macaulay matrices are a classical tool to reduce the resolution of
generic polynomial systems to linear algebra. For n affine equa-

tions of degree d , the complexity of this method is O(nδ (n +δ
δ )ω),

where δ=nd +1−n [10, Théorème 26.15]. For a fixed dimension n,
this bound becomesO((dn)ω+O(1/n)). Many modern Gröbner basis
implementations essentially use this method, while avoiding the
computation of rows (or columns) that can be predicted to vanish.
In particular, Faugère's F5 algorithm [30] can be formulated in this

way [2] and runs in time (dn)3+o(1), uniformly in d and n. For
a generic system of n equations of degree d , it follows that we can
compute a Gröbner basis with quasi-cubic complexity in terms of
the number dn of solutions.

Practical Gröbner basis computations are most efficient with
respect to graded monomial orderings. But solutions of the system
are more convenient to read from Gröbner bases with respect to
lexicographical orderings. Changes of orderings for zero-dimen-
sional systems can be performed efficiently using the FGLM algo-
rithm [28]. For a generic system, the complexity of a recent
optimization of this method is Õ(Dω), where D is the number of
solutions [31].

But is the computation of a Gröbner basis intrinsically a linear
algebra problem? Aster all, gcds of univariate polynomials can be
computed in softly optimal time. It turns out that better algorithms
also exist in the bivariate case. One subtlety is that the standard
representation of a Gröbner basis for a generic system with d1 =
d2=d already requiresO(d3) space with respect to a graded mono-
mial ordering. In [65], it was shown that generic bivariate Gröbner
bases can be computed in sostly optimal time Õ(d2) when using
a suitable, more compact representation.

Some softly optimal techniques also exist also for higher dimen-
sions, such as fast relaxed reduction [60] and heterogeneous
Gröbner bases [73]. It is unclear whether these techniques can
be used to break the linear algebra barrier.

Remark. Let I = (f1, f2) be the ideal generated by two generic
bivariate polynomials of degree d . The fast algorithm from [65] for
computing a Gröbner basis of I also allows the resultant of f1 and
f2 to be computed faster. Until recently, complexity bounds for this
task were sostly cubic Õ(d3). Over fields with finite characteristic,
the complexity drops to d1+o(1), using fast bivariate multi-point
evaluation [84]. For general coefficient fields,Villard [118] recently
gave an algebraic algorithm for a slightly different problem that

runs in time d3−1/ω+o(1).

5.4 Numeric homotopies
When 𝕂 ⊆ ℂ, another popular method to solve polynomial sys-
tems is to use numeric homotopies [3]. Given n generic equations
f1, . . . , fn of degree d , the idea is to find equations g1, . . . , gn of
the same degrees that can be solved easily and then to contin-
uously deform the easy equations in the target equations while
following the solutions. For instance, one may take gk = zk

d − ck
and hk,t = (1− t) fk +gk for random constants c1, . . . , cn and follow
the solutions of h1,t(z)= ⋅⋅ ⋅ = hn,t(z) from t =1 until t =0.
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The theoretical complexity of such methods has extensively
been studied in the BSS model [9], in which arithmetic operations
on real numbers with arbitrary precision can be done with unit
cost. This model is suitable for well conditioned problems from
classical numerical analysis, when all computations can be done
using machine precision. This holds in particular for random poly-
nomial systems. It has been shown in [4] that one solution path
can then be followed in expected average time O(d3/2nN ), where
N ⩽n (n +d

d ) is the number of coefficients of f1,..., fn for the dense
encoding. This bound has been lowered to O(d3/2 nN 1/2) in [1].
A theoretical deterministic algorithm that runs in average poly-
nomial time was given in [85].

In practice, the observed number of homotopy steps seems to
grow fairly slowly with n and d for random systems (a few hun-
dred steps typically suffice), so the above bounds are pessimistic.
However, we are interested in the computation of all D solu-
tions. When assuming that the average number of steps remains

bounded, this gives rise to a complexity O(n (n +d
d )dn). If we also

take into account the required bit precision b, then the bit com-

plexity becomes O(n (n +d
d ) dn I(b)). Fortunately, the bulk of the

computation can usually be done with fixed precision and we may
directly use Newton's method to repeatedly double the precision
at the end t = 0. If we were able to develop a sostly optimal algo-
rithm for numeric multivariate multi-point evaluation, then the

complexity would be Õ(((n +d
d )+ I(b))dn).

Numeric homotopies perform particularly well for random sys-
tems, which behave essentially like generic ones. However, the
existing sostware is less robust than algebraic solvers for degen-
erate systems, especially in presence of solutions with high multi-
plicities. It remains a practical challenge to develop more robust
homotopy solvers for general systems and a theoretical challenge
to understand the complexity of this problem.

5.5 Geometric resolution
The technique of geometric resolution was developed in [38, 37] and
further perfected in [87, 27]. It works over arbitrary fields 𝕂 and
polynomials that are given by a DAG of size L. For simplicity, we
assume that our system is generic. Aster a random linear change
of variables, the idea is to successively solve the systems

f1(z1,0, . . . ,0)=0
f1(z1,z2,0, . . . ,0)= f2(z1,z2,0, . . . ,0)=0
⋅⋅⋅

in the form zk = ak(u)/q′(u), where u is a formal parameter that
satisfies q(u) = 0 for q∈ 𝕂[u]. This representation of solutions is
called the Kronecker representation. It is also a rational univariate
representation [109] with a special type of denominator.

Let us focus on the last step which dominates the cost. The
solutions zk = ak(u)/q′(u) of the system

f1(z1, . . . ,zn−1,0)= ⋅⋅ ⋅ = fn−1(z1, . . . ,zn−1,0)=0

are first listed into solutions zk = ak,t(u)/qt′(u) of the system

f1(z1, . . . ,zn−1, t)= ⋅⋅ ⋅ = fn−1(z1, . . . ,zn−1, t)=0.

We next intersect with the hypersurface fn(z1, . . . , zn−1, t) = 0.
It turns out that it suffices to work with power series in t
modulo O(tD+1). Then the intersection step gives rise to the com-
putation of a large resultant, which can be done in time Õ(D2/d).
Altogether it is shown in [87] that the algorithm requires LÕ(D2)
expected operations in 𝕂.

Now L=n (n +d
n ) for a dense system of n equations of degree d .

For large n and fixed d , we observe that L Õ(D2) = Õ(D2). How-
ever, for fixed n and large d , the bound L Õ(D2) = Õ(D3) is only
sostly cubic. Using variants of Kedlaya–Umans' algorithms for fast
multi-point evaluation, the cost of the polynomial evaluations can
be amortized, which leads to a quasi-quadratic boundD2+o(1) over
finite fields [75]. When working over rational numbers, the bit
precision generically grows with D as well and the output is of
size O(D2); in this case, the complexity bound actually becomes
quasi-optimal [75, Theorem 6.11].

5.6 Conclusion
Can a complexity-driven approach help us to solve polynomial
systems faster? In the above sections, we have seen that such an
approach naturally leads to other questions:

• What is the complexity of multivariate multi-point evaluation?

• How can we take advantage of fast polynomial arithmetic?

• How does bit complexity rhyme with numerical conditioning
and clusters of solutions?

These questions are interesting for their own sake and they have
indeed triggered at least some of the recent progress.
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