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Let P = P

x

denote the ring of analyti
 2�-periodi
 fun
tions in x on the real axis.

Let S = S

x

denote the ring of formal Laurent series in P((e

�x

)), whose 
oeÆ
ients are

de�ned on a 
ommon strip neighbourhood of the real axis. In this paper, we study the

linear di�erential equation

L

r

(x)h

(r)

(x) + � � �+ L

0

(x)h(x) = 0;

with 
oeÆ
ients L

0

; : : : ; L

r

6= 0 in S. We prove that, after a 
hange of variables x =

p(~x+ '(~x)) with p 2 N

�

and ' 2 P

~x

, this equation admits a basis of r formal solutions

of the form

h = ('

r�1

(~x)~x

r�1

+ � � �+ '

0

(~x)) exp(�~x) exp( 

d

(~x)e

d~x

+ � � �+  

1

(~x)e

~x

);

where '

0

; : : : ; '

r�1

2 S

~x

, � 2 C and  

1

; : : : ;  

d

2 P

~x

. This generalizes a well known

result when P is repla
ed by C .

1. Introdu
tion

Consider the linear di�erential equation

Lh = L

r

h

(r)

+ � � �+ L

0

h = 0: (1.1)

It is well known, e.g. (In
e, 1926), that if the 
oeÆ
ients L

0

; : : : ; L

r

are power series in

C [[z℄℄, then there exists a basis of r formal solutions to (1.1) of the form

h = (h

r�1

log

r�1

z + � � �+ h

1

log z + h

0

)z

�

e

P (

p

p

z)

;

where h

0

; : : : ; h

r�1

are power series in C [[

p

p

x℄℄; p 2 N

�

; � 2 C and P = P

d

x

�d=p

+

� � � + P

1

x

�1=p

a polynomial in C [

p

p

z

�1

℄ without 
onstant term. When repla
ing z by

e

�x

, it follows that, if the 
oeÆ
ients L

0

; : : : ; L

r

are in C [[e

�x

℄℄, then the di�erential

equation (1.1) admits a basis of r formal solutions of the form

h = (h

r�1

x

r�1

+ � � �+ h

1

x+ h

0

)e

�x

e

P (e

x=p

)

;

where h

0

; : : : ; h

r�1

x

r�1

2 C [[e

�x=p

℄℄; p 2 N

�

; � 2 C and P 2 C [e

x=p

℄e

x=p

. This 
lassi-


al result was generalized in (van der Hoeven, 1997) to the 
ase when the 
oeÆ
ients

y

The di�eren
e between the dates in the title and on the 
over are due to the fa
t that this paper

was de
lared to be \uninteresting" after a long period of refereeing. Nevertheless, several people have

asked me for the paper sin
e then, whi
h made me de
ide to publish this preprint a long time after its

time of writing.
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L

0

; : : : ; L

r

are transseries. This allows for instan
e to �nd bases of formal solutions to

equations like

e

�(e

x

)

f

00

+

e

x

e

e

x

+ 1

f

0

+ erf e

1998x

f = 0:

A major a
tual drawba
k of the a
tual transseries theory (

�

E
alle, 1992; van der Hoeven,

1997) is that it only modelizes \strongly monotoni
" asymptoti
 behaviour, i.e. we do

not allow os
illatory behaviour. In this paper, we make a �rst step towards the formal

study of asymptoti
 linear di�erential equations whi
h do involve os
illation.

In se
tion 3, we start by studying the equation (1.1) when L

r

= 1; L

r�1

; : : : ; L

0

2 P ,

where P = P

x

is the set of analyti
 2�-periodi
 fun
tions on the real axis in x. Noti
e

that elements of P are a
tually de�ned on a small strip neighbourhood of the real axis.

We show that there exists a basis of solutions to (1.1) of the form h 2 P [x℄e

�x

. We next

study the inhomogeneous equation

Lh = L

r

h

(r)

+ � � �+ L

0

h = g; (1.2)

with g 2 P [x℄ and show that this equation always admits a solution (and even a very

spe
ial, so 
alled \distinguished solution") in P [x℄. This result persists in the 
ase when

L

r

6= 1, modulo a 
hange of variables of the form x = ~x + '(~x), where ' 2 P

~x

is an

analyti
 2�-periodi
 fun
tion in ~x on the real axis.

In se
tion 4, we 
onsider the 
ase when the 
oeÆ
ients L

i

are in the set S of Laurent

series in P((e

�x

)), whose 
oeÆ
ients are de�ned on a 
ommon strip neighbourhood of

R. We prove that, modulo a 
hange of variables x = p(~x+ '), with p 2 N

�

and ' 2 P

~x

,

there exists a basis of r solutions to (1.1) of the form

h = ('

r�1

(~x)~x

r�1

+ � � �+ '

0

(~x)) exp(�~x) exp( 

d

(~x)e

d~x

+ � � �+  

1

(~x)e

~x

);

where '

0

; : : : ; '

r�1

2 S

~x

, � 2 C and  

1

; : : : ;  

d

2 P

~x

. We will follow a similar proof

strategy as in (van der Hoeven, 1997), based on the Newton polygon method and distin-

guished solutions. Further generalizations of this result will be treated in a forth
oming

paper.

2. Preliminaries

2.1. The 
oeffi
ients

Let P be the spa
e of analyti
, 2�-periodi
 fun
tions on the real axis. Su
h fun
tions

are a
tually analyti
 on a strip neighbourhood of the real axis (i.e. a set of the form

fz 2 C j" > j=zjg). Let S be the set of Laurent series f 2 P((e

�x

)), su
h that the


oeÆ
ients f

�

are analyti
 on a 
ommon strip neighbourhood of the real axis. Clearly, S

forms a ring. We will denote by v

f

the valuation of f 2 S in e

�x

.

When solving algebrai
 or di�erential equations with 
oeÆ
ients in P or S, we will

en
ounter 2p�-periodi
 fun
tions with p 2 N

�

, as well as singularities on the real axis,

whi
h need be 
ir
umvented by passing in the 
omplex plane. For these reasons, we will


onsider 
hanges of variables

x = p(~x+ '(~x)) = p
(~x); (2.1)

where p 2 N

�

, ' 2 P and the mapping 
 : ~x 7! ~x+'(~x) is bije
tive in a strip neighbour-

hood of R. Su
h a 
hange of variables is 
alled a narrowing and a 
omposition of two
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narrowings is again a narrowing. Usually, x and ~x are bound to 
ertain strip neighbour-

hoods U resp.

~

U of R with 
(

~

U) � U and 
 bije
tive on

~

U . The number p is 
alled the

multipli
ator of the narrowing.

Sin
e we will sometimes work 
on
urrently with several variables x; ~x, it will be 
onve-

nient to write P

x

instead of P if we want to emphasize that its elements are 2�-periodi


in x (similarly, we will 
onsider P

~x

, S

x

, et
.)

Proposition 2.1. Consider a polynomial equation with 
oeÆ
ients in P

x

:

P (f) = P

d

f

d

+ � � �+ P

0

= 0 (P

d

6= 0): (2.2)

Then there exists a narrowing x = p(~x+'(~x)), su
h that (2.2) admits d solutions in P

~x

,

when 
ounted with multipli
ities.

Proof. Without loss of generality, we may assume that P is irredu
ible. Let 
 : t 7!

t +  (t) be any immersion with  2 P

t

, su
h that the resultant of P and P

0

does not

vanish on Im 
. Then ea
h solution y

i

to

P

d

(x)y

d

+ � � �+ P

0

(x) = 0 (2.3)

in a point x

0

2 Im 
 determines a unique analyti
 solution f

i

to (2.2) on Im 
 su
h that

f

i

(x

0

) = y

i

. Sin
e P

0

; : : : ; P

d

are 2�-periodi
, there exists a permutation � of f1; : : : ; dg,

su
h that f

i

(x

0

+ 2�) = y

�(i)

for all 1 6 i 6 d. By the uniqueness of analyti
 
ontinu-

ation and indu
tion over k, we infer that f

i

(x + 2�k) = f

�

k

(i)

(x) for all x and k 2 N.

Consequently, if p 2 N

�

is su
h that �

p

= Id, then f

1

; : : : ; f

d

are all 2�p-periodi
 and

the narrowing x = p
(~x) satis�es our requirements. 2

For ea
h ring R and n 2 N, let R[x℄

d

be the set of polynomials of degrees at most d

in x over R. In what follows we shall often 
onsider polynomials in S[x℄ and S[x℄

d

and

interpret su
h polynomials as Laurent series in S with 
oeÆ
ients in P [x℄ resp. P [x℄

d

.

Let E

d;0

denote the set of �nite linear 
ombinations '

1

e

�

1

x

+ � � � + '

k

e

�

k

x

, with

'

1

; : : : ; '

k

2 S[x℄

d

and '

1

; : : : ; '

k

2 C . For ea
h polynomial without 
onstant term

P = P

d

e

dx

+ � � �+ P

1

e

x

in P [e

x

℄, we denote E

d;P

= E

d;0

e

P

. We de�ne

E

d

=

M

P

E

d;P

:

We will sear
h for solutions to (1.1) in E

r�1

, modulo a suitable narrowing.

2.2. Linear differential operators

Let �

x

=

d

dx

denote the di�erentiation operator with respe
t to x. Given a linear

di�erential operator

L = L

r

�

r

x

+ � � �+ L

0

;

we de�ne the derivative L

0

of L by

L

0

= r�

r�1

x

+ � � �+ L

1

:

For any f and g, we have the produ
t formula

L(fg) = (Lf)g + (L

0

f)g

0

+ � � �+

1

r!

(L

(r)

f)g

(r)

: (2.4)
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The operator L is said to be moni
, if L

r

= 1. In that 
ase,

1

r

L

0

is moni
 as well. If the

L

i

are in S, then we will denote by L

i;�

the 
oeÆ
ient of e

��x

in L

i

for ea
h i; �.

Given a linear di�erential operator L and a fun
tion h, there exists a unique linear

di�erential operator L

�h

su
h that

L

�h

(f) = L(hf)

for all f . We 
all L

�h

a multipli
ative 
onjugate of L. The 
oeÆ
ients of L

�h

are given

expli
itly by

L

�h;i

= L

(i)

h =

r

X

j=i

�

j

i

�

L

j

h

(j�i)

:

We noti
e that if L has 
oeÆ
ients in P , then Pe

�x

and P [x℄e

�x

are stable under L for

ea
h � 2 C . Consequently, if h 2 Pe

�x

, then e

��x

L

�h

has 
oeÆ
ients in P .

Given a linear di�erential operator L and a fun
tion 
, we also de�ne L Æ 
 to be the

unique di�erential operator with

(L Æ 
)(f Æ 
) = (Lf) Æ 


for all f . Su
h operators are en
ountered when performing a 
hange of variables x = 
(~x).

Setting

~

f = f Æ 
,

f

Lf = (Lf) Æ 
 and

~

L = L Æ 
, we then have f(x) =

~

f(~x) and

~

L

~

f =

f

Lf .

The 
oeÆ
ients of

~

L are obtained from the relations

f(x) =

~

f(~x);

f

0

(x) = 


0

(~x)

�1

~

f

0

(~x);

f

00

(x) = 


0

(~x)

�2

~

f

00

(~x)� 


00

(~x)


0

(~x)

�3

~

f

0

(~x);

.

.

.

In parti
ular, if 
(~x) = ~x+ 
 for some 
onstant 
, then f

(j)

(x) =

~

f

(j)

(~x) and

~

L

j

= L

j

Æ 


for all j.

3. Linear di�erential equations with periodi
 
oeÆ
ients

3.1. The moni
 homogeneous 
ase

Consider the homogeneous linear di�erential equation (1.1), for 
oeÆ
ients L

0

; : : : ;

L

r

2 P with L

r

= 1. Let H be the spa
e of analyti
 solutions to (1.1) on the real axis.

Sin
e L

r

= 1, we have dimH = r. Let C be the spa
e of analyti
 fun
tions on the real

axis and 
onsider the mapping � : C ! C de�ned by

(�f)(x) = f(x+ 2�):

Sin
e the 
oeÆ
ients of (1.1) are periodi
, H is stable under �. From now on, we will

only 
onsider the restri
tion of � to H, whi
h is an isomorphism, sin
e � is invertible

and H �nite dimensional. In parti
ular, all eigenvalues of � are non zero; let e

2��

be su
h

an eigenvalue. Modulo the 
hange of fun
tion h ! h=e

�x

, we may assume without loss

of generality that � = 0.

By Jordan's theorem, the 
hara
teristi
 spa
e asso
iated to the eigenvalue e

2��

= 1


an be written as a dire
t sum of invariant subspa
es, ea
h on whi
h there exists a basis



Formal asymptoti
s of solutions to 
ertain linear di�erential equations involving os
illation 5

h

0

; : : : ; h

��1

with respe
t to whi
h � is represented by the matrix

0

B

B

B

�

1 O

1 1

.

.

.

.

.

.

O 1 1

1

C

C

C

A

:

On su
h a subspa
e, we have in parti
ular �h

0

= h

0

, when
e h

0

2 P . Next, �h

1

= h

1

+h

0

and setting '

1

= h

1

� h

0

x

2�

, we observe that �'

1

= h

1

+ h

0

� h

0

x+2�

2�

= '

1

. Therefore,

h

1

2 P [x℄

1

. Similarly, for ea
h 1 < j < �

0

, one has �'

j

= '

j

, where '

j

= h

j

� h

j�1

x

2�

.

By indu
tion on j, it follows that h

j

2 P [x℄

j

.

For ea
h � 2 C , let �

�

be the dimension of the 
hara
teristi
 spa
e H

�

asso
iated to

the eigenvalue e

2��

. We have just shown that

H

�

� P [x℄

�

�

�1

e

�x

:

In other words,

Theorem 3.1. Assume that L

r

= 1 and L

r�1

; : : : ; L

0

2 P. Then the solution spa
e H

to (1.1) admits a basis of elements of the form

h 2 P [x℄

�

�

�1

e

�x

(� 2 C );

where �

�

= dimH \P [x℄e

�x

for ea
h � 2 C . 2

3.2. Integration

Lemma 3.1. Let g =  e

�x

, with  =  

d

x

d

+ � � �+  

0

2 P [x℄

d

.

(a) If � 62 Zi, then there exists a unique primitive

R

g of g in P [x℄

d

e

�x

.

(b) If � 2 Zi, there exists a unique primitive

R

g of g in P [x℄

d+1

, su
h that h(

R

g)

0

j1i = 0.

Proof. Setting f = 'e

�x

, solving f

0

= g in P [x℄e

�x

is equivalent to solving

'

0

+ �' =  

in P [x℄. We will sear
h for a solution of the form

' = '

d+1

x

d+1

+ � � �+ '

0

:

Then we have to solve the following system of equations:

'

0

d+1

+ �'

d+1

= 0;

'

0

d

+ �'

d

=  

d

� (d+ 1)'

d+1

;

.

.

.

'

0

0

+ �'

0

=  

0

� '

1

:

In what follows, we will denote by a

j

the 
oeÆ
ient of e

��x

in the Fourier series of  

j

,

for ea
h j. If � 62 iZ, then a

j

= 0.
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We take '

d+1

=

1

d+1

a

d

e

�x

, when
e '

d+1

= 0, if � 62 Zi. The remaining '

j

are 
omputed

by indu
tion over j = d; : : : ; 0. We make the indu
tion hypothesis that '

j+1

2 P and

that the 
oeÆ
ients of e

��x

in the Fourier series of (j+1)'

j+1

and  

j


oin
ide. Now let

X

k2Z




k

e

ikx

=  

j

� (j + 1)'

j+1

be the 
onvergent Fourier series of  

j

� (j + 1)'

j+1

. Then we take

'

j

=

a

j�1

j

e

��x

+

X

k2Z;ik+� 6=0




k

ik + �

e

ikx

;

whi
h is 
onvergent and periodi
 (in the 
ase j = 0, we understand a

j�1

=j to be zero).

Sin
e any solution to '

0

j

+ �'

j

=  

j

� (j + 1)'

j+1

is analyti
, we have '

j

2 P . The

se
ond indu
tion hypothesis is again satis�ed at the next stage, by de�nition of '

j

.

We have thus shown how to 
ompute a primitive f = 'e

�x

of g, with ' 2 P [x℄

d+1

.

Moreover, if � 62 Zi, then '

d+1

= 0 and f 2 P [x℄

d

e

�x

. Finally, the primitive of g is unique

up to a 
onstant fa
tor. If � 62 Zi, this implies that f is unique in P [x℄

d

e

�x

with f

0

= g.

If � 2 Zi, f is unique in P [x℄

d+1

with the property that the 
onstant term h'

0

e

�x

j1i of

f vanishes. 2

The primitive

R

g as 
onstru
ted in the lemma is 
alled the distinguished primitive of

g. Noti
e that the mapping g 7!

R

g is inje
tive and linear on P [x℄e

�x

, for ea
h � 2 C :

this is 
lear if � 62 Zi; otherwise, it follows from the fa
t that h'+  j1i = h'j1i + h j1i

for all ' and  . Consequently, the mapping

R

may be extended uniquely to a linear,

inje
tive mapping from the subve
tor spa
e of C generated by the the ve
tor spa
es of

the form P [x℄e

�x

into itself.

Let us denote by �

L

: C ! N the mapping whi
h asso
iates �

�

to �. Noti
e that �

L

fa
tors through C =Zi, sin
e �

L

(�+ i) = �

L

(�). We will now study the dependen
e of �

L

on L.

Lemma 3.2. Let L be a moni
 linear di�erential operator in P [�

x

℄. Then

�

L�

x

= �

L

+ �

�

x

:

Proof. Let I be the solution spa
e to (L�

x

)h = 0 and for ea
h � 2 C , let I

�

� P [x℄e

�x

be the 
hara
teristi
 spa
e asso
iated to e

2��

, for � restri
ted to I. Then the distinguished

primitivation

R

maps H into I and H

�

into I

�

for ea
h � 2 C , while �

x

maps I onto H

and I

�

onto H

�

for ea
h � 2 C . For ea
h � 62 Zi, we infer that

�

L�

x

(�) = dim I

�

= dim

R

H

�

= dimH

�

= �

L

(�):

For � 2 Zi, we get

�

L�

x

(�) = dim I

�

= dim(

R

H

�

� C ) = dimH

�

+ 1 = �

L

(�) + 1:

This proves the lemma, sin
e �

�

x

(�) = 1 if � 2 Zi and �

�

x

(�) = 0 otherwise. 2
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3.3. The moni
 inhomogeneous 
ase

Lemma 3.2 may be generalized as follows:

Lemma 3.3. Let L;K be two moni
 linear di�erential operators in P [�

x

℄. Then

�

LK

= �

L

+ �

K

:

Proof. Let us prove the lemma by indu
tion over the order s of K. For s = 0, we have

nothing to do. Assume that s > 0 and let h be a solution to Kh = 0 in Pe

�x

for some �

(su
h a solutions exists always: see se
tion 3.1). We will �rst assume that h

�1

2 Pe

��x

.

Sin
e ea
h solution of h

�1

L

�h

f = 0 in P [x℄e

�x

determines a unique solution to Lf = 0

in P [x℄e

(�+�)x

via multipli
ation by h, we have

�

h

�1

L

�h

(�) = �

L

(�+ �) (3.1)

for all � 2 C . Given � 2 C , we have in a similar way

�

h

�1

K

�h

(�) = �

K

(�+ �); (3.2)

and

�

h

�1

(LK)

�h

(�) = �

LK

(�+ �): (3.3)

Sin
e h

�1

Kh = h

�1

K

�h

1 = 0, we 
an fa
tor h

�1

K

�h

= 
�

x

. By the indu
tion hypoth-

esis and (3.1), we get

�

h

�1

L

�h




(�) = �

L

(�+ �) + �




(�):

By lemma 3.2, we therefore have

�

(h

�1

L

�h

)(h

�1

K

�h

)

(�) = �

L

(�+ �) + �




(�) + �

�

x

(�):

Applying the lemma again, we also have

�

h

�1

K

�h

(�) = �




(�) + �

�

x

(�):

Combining these two equations with (3.2), we obtain

�

(h

�1

L

�h

)(h

�1

K

�h

)

(�) = �

L

(�+ �) + �

K

(�+ �):

But

(h

�1

L

�h

)(h

�1

K

�h

) = h

�1

(LK)

�h

;

when
e the lemma follows from (3.3) in the 
ase when h

�1

2 Pe

��x

.

In general, when e

��x

h is not invertible in P , we 
onsider a 
hange of variables x =

~x+ i", with " 2 R

�

suÆ
iently small, su
h that h does not vanish on i"+R. Applying the

previous argument to the operators

~

L = L Æ 
;

~

K = K Æ 
 and

g

LK = (LK) Æ 
 =

~

L

~

K, we

then �nd �

g

LK

= �

~

L

+ �

~

K

. Moreover, �

~

L

= �

L

, sin
e any solution f 2 P [x℄e

�x

to Lf = 0

determines a unique solution

~

f = f Æ 
 2 P

~x

[~x℄e

�~x

to

~

L

~

f = 0. Similarly, �

~

K

= �

K

and

�

g

LK

= �

LK

, when
e the lemma. 2
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Theorem 3.2. Assume that L

r

= 1; L

r�1

; : : : ; L

0

2 P and g 2 P. Then (1.2) admits at

least one solution in P [x℄

�

L

(0)

.

Proof. Assume �rst that g is invertible in P . Then �

x

(g

�1

L

�g

) is a moni
 operator

with 
oeÆ
ients in P and (�

x

(g

�1

L

�g

))(f=g) = (�

x

(g

�1

L))(f) = 0, for any solution f

to (1.2). Inversely, there exists a solution h to

�

x

(g

�1

L)(h) = 0; (3.4)

su
h that g

�1

Lh = 1: otherwise, Lh would vanish for all solutions to (3.4) and the

dimension of H would be at least r + 1.

Let us now write h = h

0

e

�

0

x

+� � �+h

k

e

�

k

x

, with h

0

; : : : ; h

k

2 P [x℄, �

0

= 0 and pairwise

distin
t �

j

modulo i. For ea
h j > 0, we observe that g

�1

L(h

j

�

j

) 2 P [x℄e

�

j

x

, when
e

g

�1

L(h

j

�

j

) = 0. Hen
e f = h

0

2 P [x℄ is again a solution to (3.4) and g

�1

Lf = 1. Now

lemma 3.3 implies that

�

�

x

(g

�1

L

�g

)

(0) = �

g

�1

L

�g

(0) + 1 = �

L

(0) + 1;

when
e f 2 P [x℄

�

L

(0)

. This 
ompletes the proof in the 
ase when g is invertible in P .

In general, let 
 2 R be su
h that 
 > j sup

x2R

g(x)j and de
ompose g = 
 + ~g. Then


 and ~g are both invertible and by what pre
edes, there exist solutions to Lf

1

= 
 and

Lf

2

= ~g in P [x℄

�

L

(0)

. Consequently, f = f

1

+ f

2

is a solution to (1.2) in P [x℄

�

L

(0)

. 2

Corollary 3.3. Assume that L

r

= 1; L

r�1

; : : : ; L

0

2 P and g 2 P [x℄

d

. Then (1.2) has

at least one solution in P [x℄

d+�

L

(0)

.

Proof. We prove the 
orollary by indu
tion over d. In the 
ase d = �1 we have nothing

to do. Assume therefore that d > 0. By theorem 3.2, there exists a ' 2 P [x℄

�

L

(0)

, with

L' = g

d

. Then

L('x

d

) = g

d

x

d

+ d(L

0

')x

d�1

+ � � �+ L

(d)

':

Consequently, g � L('x

d

) 2 P [x℄

d�1

. By the indu
tion hypothesis, there exists a  2

P [x℄

d+�

L

(0)�1

, su
h that L = g�L('x

d

). We 
on
lude that f = 'x

d

+ is an element

in P [x℄

d+�

L

(0)

with Lf = g. 2

Let us now show how to privilege a parti
ular solution to (1.2) among the solutions

in P [x℄

d+�

L

(0)

. This solution will be 
alled the \distinguished primitive" to Lf = g and


oin
ides with the distinguished integral if L = �

x

. We �rst re
all that P is a Hilbert

spa
e for the Hermitian form de�ned by

hf jgi =

1

2�

Z

2�

0

f(x)g(x)dx:

For ea
h j > 0, let H

j

be the ve
tor spa
e of h

j

2 P , su
h that there exists a solution

h 2 P [x℄ to Lh = 0 of the form h = h

j

x

j

+ � � � + h

0

. For ea
h f = f

k

x

k

+ � � � + f

0

,

we de�ne �

L;x

j
(f) to be the orthogonal proje
tion of f on H

j

. Noti
e that the operator

�

L;x

j
is linear.

Theorem 3.4. Assume that L

r

= 1; L

r�1

; : : : ; L

0

are in P and g 2 P [x℄

d

. Then there

exists a unique solution f in P [x℄

d+�

L

(0)

to (1.2), su
h that �

L;x

j
(f) = 0 for all j. This

solution, whi
h is denoted by L

�1

g, is 
alled the distinguished solution to Lf = g. The

mapping g 7! L

�1

g is linear.
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Proof. Let f be a solution to Lf = g in P [x℄

d+�

L

(0)

. Let j be maximal su
h that

�

L;x

j
(f) 6= 0, if su
h a j exists, and let h = h

j

x

j

+ � � � + h

0

be a solution to Lh = 0

with �

L;x

j
(f) = h

j

. Then

~

f = f � h is again a solution to (1.2) in P [x℄

d+�

L

(0)

, but the

minimal index ~| with �

L;x

~|(

~

f) 6= 0 is stri
tly smaller than j, if su
h a ~| exists. Repeating

the pro
edure, we therefore obtain a solution to (1.2) with �

L;x

j
(f) = 0 for all j.

Assume that

~

f is a se
ond solution to (1.2) with �

L;x

j (

~

f) = 0 for all j. If

~

f 6= f , then

we would be able to write h =

~

f�f = h

j

x

j

+ � � �+h

0

, with h

j

6= 0 and 0 = �

L;x

j
(

~

f�f) =

�

L;x

j
(h

j

x

j

) = h

j

, whi
h is impossible. Therefore,

~

f = f .

Now 
onsider g

1

; g

2

2 P [x℄ and let f

1

= L

�1

g

1

; f

2

= L

�1

g

2

. We have L(f

1

+ f

2

) =

g

1

+ g

2

and �

L;x

j
(f

1

+ f

2

) = �

L;x

j
(f

1

) + �

L;x

j
(f

2

) = 0 for all j. Consequently, L

�1

(g

1

+

g

2

) = f

1

+ f

2

, i.e. L

�1

is linear. 2

4. Asymptoti
 linear di�erential equations

4.1. The Newton polygon method

Consider the linear di�erential equation (1.1), with 
oeÆ
ients L

0

; : : : ; L

r

2 S. Ea
h

iterated derivative of h may be expressed as h times a di�erential polynomial h

(j)

=

R

j

(f)h in the logarithmi
 derivative f = h

0

=h of h. For instan
e, R

0

(f) = 1; R

1

(f) =

f;R

2

(f) = f

2

+ f

0

; R

3

= f

3

+3f

0

f + f

00

. Hen
e, solving (1.1) is equivalent to solving the

Ri
atti equation

L

r

R

r

(f) + � � �+ L

0

R

0

(f) = 0;

modulo one integration and one exponentiation: h = e

R

f

. We will use the Newton poly-

gon method in order to solve this equation.

For this purpose, we will a
tually show how to solve the slightly more general, asymp-

toti
 Ri
atti equation

R(f) = L

r

R

r

(f) + � � �+ L

0

R

0

(f) = 0 (v

f

> !); (4.1)

with 
oeÆ
ients L

0

; : : : ; L

r

2 S and integer ! < 0 or ! = �1. We re
all that v

f

2 Q [

f1g denotes the valuation of f in e

�x

. Two main types of solutions 
an be distinguished:

those for whi
h v

f

> 0 and those for whi
h v

f

< 0. A
tually, the Newton polygon method

will be used in order to redu
e the resolution of (4.1) to the 
ase when we only need to

�nd the solutions with v

f

> 0. In se
tion 4.2, we will show how to solve this spe
ial 
ase

using the results from se
tion 3.

If v

f

< 0, then R

j

(f) and f

j


oin
ide up to lower order terms for all j, i.e. v

R

j

(f)�f

j
>

v

R

j

(f)

. Hen
e, the �rst term 
e

��x

of a solution to (4.1) with v

f

< 0 must also be the

�rst term of a solution to the asymptoti
 algebrai
 equation

L

r

f

r

+ � � �+ L

0

= 0 (0 > v

f

> !): (4.2)

The exponent � 2 Q of su
h a �rst term 
an be read of from the Newton polygon and

the 
oeÆ
ient 
 is a root of a Newton polynomial (see se
tion 4.3), whi
h is an algebrai


equation over P . Furthermore, proposition 2.1 ensures that we may assume without

loss of generality that these \potential dominant terms" 
e

��x

of f are in S, modulo a

narrowing of x.

Assume that we have determined su
h a potential dominant term 
e

��x

2 S of a
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solution f to 4.1. We then 
onsider the re�nement

f = 
e

��x

+

~

f (v

~

f

> �); (4.3)

i.e. a simultaneous 
hange of fun
tions and the imposition of an asymptoti
 
onstraint.

Then (4.1) transforms into a new asymptoti
 Ri
atti equation

~

L

r

R

r

(

~

f) + � � �+

~

L

0

R

0

(

~

f) = 0 (v

~

f

> �); (4.4)

whi
h has again 
oeÆ
ients in S. In se
tion 4.5, we shall see that the re
ursive appli
ation

of this method enables us to �nd r linearly independent solutions to (1.1) in E

r�1

.

4.2. Distinguished solutions and appli
ations

Assume that L

r

= 1; L

r�1

; : : : ; L

0

2 S and g 2 S[x℄

d

. Let v

L

be the minimum of

the valuations of the L

i

in e

�x

. We de�ne the dominant part L

dom

of L to be the

linear di�erential operator with L

dom

i

= L

i;v

L

, where L

i;v

L

denotes the 
oeÆ
ient of

e

�v

L

x

in L

i

. We noti
e that L

dom

�e

�x

= (L

�e

�x

)

dom

and L

dom

= (e

�x

L)

dom

for all � 2 Z.

Given f 2 S, j 2 N and � 2 Z, we denote �

L;x

j

e

�x
(f) = �

(e

��x

L

�e

�x

)

dom

;x

j (f

�

), where

�

(e

��x

L

�e

�x

)

dom

;x

j is as in se
tion 3.3. We also denote �

L

(�) = �

L

dom(�) = �

e

��x

L

dom

�e

�x

(0)

for all � and �

+

L

(�) =

P

�2N

�

L

(�� �).

Theorem 4.1. Let L

0

; : : : ; L

r

2 S; g 2 S[x℄

d

and assume that L

dom

is moni
. Then

there exists a unique solution f to (1.2) in S

d+�

+

L

(v

L

�v

g

)

, su
h that �

L;x

j

e

�x
(f) = 0 for

all � 2 Z and j 2 N. We 
all f the distinguished solution to (1.2) and denote it by L

�1

g.

The operator g 7! L

�1

g is linear.

Proof. Without loss of generality, we may assume that v

L

= 0, modulo a multipli
ation

of (1.2) by e

v

L

x

. We �rst observe that v

f

> v

g

. Indeed, otherwise L

dom

�e

�v

f

x

f

v

f

= 0, sin
e

Lf = (L

dom

�e

�v

f

x

f

v

f

+ o(1))e

�v

f

x

. Consequently, if f

v

f

;j

x

j

is the leading term of f

v

f

, we

would have 0 = �

L;x

j

e

v

f

x

(f) = f

v

f

;j

6= 0.

Let us now show how to 
ompute the 
oeÆ
ients f

v

g

; f

v

g

+1

; : : : of f by indu
tion.

Assume that f

v

g

; : : : ; f

��1

have been 
onstru
ted and that ~g = g � L(f

v

g

e

�v

g

x

+ � � � +

f

��1

e

�(��1)x

) is in P [x℄

d+�

�v

g

+���+�

1��

((e

�x

)), with valuation v

~g

> �. By theorem 3.4,

f

�

= (L

dom

�e

��x

)

�1

~g

�

(4.5)

is the only solution to the equation L

dom

�e

��x

f

�

= ~g

�

in P [x℄

d+�

�v

g

+���+�

�

with

�

L;x

j

e

��x
(f

�

e

��x

) = �

L

dom

�e

��x

;x

j

(f

�

) = 0 for all j. By 
onstru
tion, the valuation of

g � L(f

v

g

e

�v

g

x

+ � � �+ f

�

e

��x

) = (~g � e

��x

L

dom

�e

��x

f

�

)� (L

�e

��x
� e

��x

L

dom

�e

��x

f

�

)

is at least �+ 1.

We 
on
lude that f

v

g

; f

v

g

+1

; : : : 2 P [x℄

d+�

+

L

(�v

g

)

are uniquely determined by the 
on-

ditions that �

L;x

j

e

��x
(f

�

e

��x

) = 0 for all j; � and g � L(f

v

g

e

�v

g

x

+ � � � + f

�

e

��x

) has

valuation > � for all �. It follows that f = f

v

g

e

�v

g

x

+ f

v

g

+1

e

�(v

g

+1)x

+ � � � is the unique

solution in P [x℄

d+�

+

L

(�v

g

)

((e

�x

)) to (1.2), su
h that �

L;x

j

e

�x
(f) = 0 for all � 2 Z and

j 2 N. Sin
e L

dom

is moni
, the operator L

dom

�e

��x

is moni
 for ea
h �. Consequently, the

f

�

, whi
h are given by (4.5), are de�ned on the same 
ommon strip neighbourhood of R
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as the 
oeÆ
ients of the L

i

and g. The operator L

�1

is linear for the same reason as in

the proof of theorem 3.4. 2

Corollary 4.2. Let L

0

; : : : ; L

r

2 S be su
h that L

dom

is moni
 and let d

0

be the order

of L

dom

. Then the solutions to (1.1) in E

d

0

�1;0

form a ve
tor spa
e of dimension d

0

.

Proof. By theorem 3.1, the ve
tor spa
e of solutions to L

dom

' = 0 in E

d

0

�1;0

admits a

basis '

1

; : : : ; '

d

0

of solutions of the form '

i

2 P [x℄

�

L

(��

i

)�1

e

��

i

x

. Ea
h '

i

determines

a solution

h

i

= e

��

i

x

(e

�

i

x

L

�e

��

i

x)

�1

(e

�

i

x

L

�e

��

i

x)(e

�

i

x

'

i

)

to (1.1) in P [x℄

�

L

(��

i

)�1+�

+

L

(��

i

�1)

e

�

i

x

S � E

d

0

�1;0

with dominant term '

i

.

We 
laim that the h

i

are linearly independent. Assume for 
ontradi
tion that h =




1

h

1

+ � � �+ 


d

0

h

d

0

= 0 for 
ertain 
onstants 


1

; : : : ; 


d

0

, not all zero. We may reorder the

h

1

; : : : ; h

d

0

�1

, su
h that 


1

; : : : ; 


k

are the non zero 
onstants, for whi
h <�

1

= � � � = <�

k

are minimal. Then the dominant term of h (as a series in e

�x

whose 
oeÆ
ients are linear


ombinations of elements in P times exponentials e

��x

with <� = 0) is 


1

'

1

+ � � �+


k

'

k

,

whi
h is non zero; 
ontradi
tion.

On the other hand, the dominant term ' of a solution to (1.1) in E

d

0

�1;0

ne
essarily

satis�es L

dom

' = 0. Consequently, we may rewrite ' as a linear 
ombination of the h

i

plus an asymptoti
ally smaller solution to (1.1). Repeating this pro
edure, we 
on
lude

that h

1

; : : : ; h

d

0

forms a basis for the solutions to (1.1) in E

d

0

�1;0

. 2

Corollary 4.3. Let L

0

; : : : ; L

r

2 S and let d

0

be the order of L

dom

. Then there exists

a narrowing ~x of x, su
h that the solutions to (1.1) in E

~x

d

0

�1;0

form a ve
tor spa
e of

dimension d

0

.

Proof. Apply the previous 
orollary to L=L

dom

d

0

, for any narrowing x = ~x+' (' 2 P

~x

),

su
h that L

dom

d

0

does not vanish for ~x 2 R. 2

4.3. Finding the potential dominant terms

In this se
tion, we are interested in �nding potential dominant terms 
e

��x

of solutions

to (4.1) with v

f

< 0. We already noti
ed that su
h terms 
oin
ide with the potential

dominant terms of the solutions to (4.2).

We say that � with ! < � < 0 is a potential dominant exponent of f , if there exist

indi
es j < k with v

L

j

+ j� = v

L

k

+ k� and v

L

l

+ l� > v

L

j

+ j� for all other indi
es

l. There are only a �nite number of su
h �, whi
h 
an be read of graphi
ally from the

Newton polygon asso
iated to (4.2); for instan
e, see (van der Hoeven, 1997).

Given any � < 0, let j be an index su
h that v

L

l

+ l� > v

L

j

+ j� = � for all other l.

Then we 
all

�(�) = L

r;��r�

�

r

+ � � �+ L

0;�

(4.6)

the Newton polynomial asso
iated to �, where L

j;�

denotes the 
oeÆ
ient of e

��x

in L

j

.

We 
all 
e

��x

a potential dominant term of f , if 
 is a non zero root (in the algebrai



losure of P) of the Newton polynomial � asso
iated to �. The multipli
ity of 
e

��x

is

the multipli
ity of 
 as a root of �.

Clearly, if 
e

��x

is a potential dominant term, then � must be a potential dominant
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exponent, sin
e � should 
ontain at least two terms in order to admit a non zero root.

It is also readily 
he
ked that the dominant term 
e

��x

of a solution f to (4.1) with

v

f

< 0 must ne
essarily be a potential dominant term: otherwise, R(f) would be equal

to �(
)e

��x

plus lower order terms.

The Newton degree d of (4.1) is the largest index d, su
h that v

L

d

+d! 6 v

L

j

+ j! = �

for all other indi
es j. It 
an be shown that this degree either 
oin
ides with the largest

possible degree of a Newton polynomial asso
iated to a potential dominant exponent

� < 0, or with the order d

0

of the dominant part of L, if there are no potential dominant

exponents.

Lemma 4.1. Let d

0

be the order of L

dom

. Then there are pre
isely d� d

0

potential dom-

inant terms 
e

��x

of f with � < 0, when 
ounted with multipli
ities.

Proof. Let 0 > �

1

> � � � > �

m

be the potential dominant exponents of f . Ea
h potential

dominant exponent �

i

is determined by two indi
es j

i

< k

i

, whi
h are the �rst proje
tions

of the extremities of the 
orresponding edge of the Newton polygon; j

i

and k

i

are respe
-

tively the valuation and the degree of the Newton polynomial asso
iated to �

i

, therefore

this polynomial has k

i

� j

i

non zero roots. But d

0

= j

1

< k

1

= j

2

< � � � < k

m�1

= j

m

<

k

m

= d, when
e, 
ounting with multipli
ities, there are (k

1

�j

1

)+ � � �+(k

m

�j

m

) = d�d

0

potential dominant terms of f . 2

4.4. Narrowings and refinements

Assuming that we know the potential dominant terms of solutions to (4.1), we now

want to perform a narrowing followed by a re�nement in order to �nd the next terms of

the solutions.

Lemma 4.2.

(a) There exists a narrowing (2.1), su
h that all potential dominant terms of solutions

to (4.1) are in S

~x

.

(b) If there exists a potential dominant term whose multipli
ity is equal to the Newton

degree d of (4.1), then this narrowing may be 
hosen with multipli
ator p = 1.

(
) The Newton degree of the asymptoti
 Ri
atti equation (4.1) rewritten with respe
t

to the new 
oordinate ~x is again d.

Proof. Part (a) results from an iterative appli
ation of proposition 2.1 to all Newton

polynomials asso
iated to a potential dominant exponent of a solution to (1.1).

Now assume that the Newton polynomial � asso
iated to some potential dominant

exponent � has a root of multipli
ity d. Then �(�) is a 
onstant multiple of (�� 
)

d

. In

parti
ular, �

0

= L

0;�

and �

1

= L

1;���

both do not vanish, so that � 2 Z. Furthermore,


 is a
tually the root of the polynomial P

(d�1)

of degree one with 
oeÆ
ients in P .

Consequently, 
 is 2�-periodi
 and meromorphi
 on R. Therefore, any narrowing (2.1)

with p = 1, su
h that =
 
ontains no poles of 
, meets our requirements in (b).

As to (
), let f(x) =

~

f(~x) and

~

L = L Æ 
. Then (4.1) transforms into an asymptoti


Ri
atti equation

~

L

r

R

r

(

~

f) + � � �+

~

L

0

R

0

(

~

f) = 0 (~v

~

f

> p!); (4.7)
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with 
oeÆ
ients

~

L

0

; : : : ;

~

L

r

in S

~x

and where ~v

~

f

denotes the valuation of

~

f in e

�~x

. Sin
e

ea
h f

(j)

(x) is a P

~x

-linear 
ombination of

~

f

0

(~x); : : : ;

~

f

(j)

(~x), ea
h

~

L

j

(~x) is a P

~x

-linear


ombination of L

j

(
(~x)); : : : ; L

r

(
(~x)). Noti
e that ~v

L

j

(
(~x))

= pv

L

j

(x)

for ea
h j. By the

de�nition of the Newton degree, � = v

L

d

+ d! is su
h that v

L

j

+ j! > � for j > d and

v

L

j

+j! > � for j < d. Consequently, ~v

~

L

j

> pmin(��j!; : : : ; ��r!) = p��p!j for j > d

and similarly ~v

~

L

j

> p� � p!j for j < d. Furthermore, ~v

~

L

d

(~x)�L

d

(
(~x))

> p�� p!(d+ 1),

when
e ~v

~

L

d

= pv

L

d

= p�� p!d. Therefore, the Newton degree of (4.7) is d. 2

Lemma (4.2) ensures us that modulo a narrowing, and without altering the Newton

degree of (4.1), we may assume without loss of generality that all potential dominant

terms of solutions to (4.1) are in S.

Given su
h a potential dominant monomial 
e

��x

, the 
hange of variables f = 
e

��x

+

~

f

in the re�nement (4.3) 
orresponds to the 
hange of variables h = e

R


e

��x

~

h in the linear

di�erential equation (1.1). Consequently,

~

h also satis�es a linear di�erential equation,

when
e (4.4) is again an asymptoti
 Ri
atti equation; a
tually,

~

L = e

�

R


e

��x

L

�

R


e

��x
.

Furthermore, ea
h solution

~

h to

~

L

~

h = 0 in E

r�1

, whose logarithmi
 derivative

~

f =

~

h

0

=

~

h satis�es (4.4), indu
es a solution h = e

R


e

��x

~

h to (1.1) in E

r�1

, whose logarithmi


derivative f = h

0

=h satis�es (4.1). Indeed, we may take

R


e

��x

= e

��x

(e

�x

�

�e

��x
)

�1


 2

Pe

��x

.

Lemma 4.3. Assume that 
e

��x

is a potential dominant term to a solution of (4.1) in S.

Then the Newton degree of (4.4) is equal to the multipli
ity of 
 as a root of the Newton

polynomial � asso
iated to �.

Proof. Let d denote the Newton degree of (4.1) and let � = v

L

d

+ d�. We noti
e that

v

L

j

+ j� 6 � for all indi
es j, by the de�nition of the Newton degree d. Now using the

fa
t that R

k

(f) and f

k


oin
ide up to lower order terms for all j, we may express

~

L

j

in

terms of the L

k

by

~

L

j

=

n

X

k=j

�

k

j

�

(L

k;��k�

+ o(1))e

�(��k�)x

(
e

��x

)

k�j

= (�

(j)

(
) + o(1))e

�(�+j�)x

:

Denoting by

~

d the multipli
ity of 
 as a root of �, we have in parti
ular v

~

L

~

d

= � +

~

d�,

v

~

L

j

> �+ j� for j >

~

d and v

~

L

j

> �+ j� for j <

~

d. In other words, the Newton degree

of (4.4) equals

~

d. 2

4.5. Solving the homogeneous equation

Theorem 4.4. Assume that we are given an asymptoti
 Ri
atti equation (4.1) of New-

ton degree d. Then there exists a narrowing ~x of x, su
h that (1.1) admits d linearly

independent solutions in E

~x

d�1

, whose logarithmi
 derivatives are solutions to (4.1).

Proof. We prove the theorem by a double indu
tion over r and �!. Clearly, the theorem

holds for r = 0 and for ! = 0. Assume therefore that r > 0, �! > 0 and that we

have proved the theorem for all smaller r and all smaller �! with the same r. By
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lemma 4.2(a), there exists a narrowing x

0

of x, su
h that the potential dominant terms




1

e

��

1

x

0

; : : : ; 


m

e

��

m

x

0

of solutions to (4.1) are in S

x

0

. Moreover, by lemma 4.2(b) if

there exists only one su
h potential dominant term of multipli
ity d, then we may assume

the multipli
ator of this narrowing to be 1.

Now 
onsider the re�nement f = 


1

e

��

1

x

+

~

f

1

(v

~

f

1

> p�

1

). The Newton degree of the

resulting asymptoti
 Ri
atti equation in

~

f

1

is d

1

, by lemmas 4.2(
) and 4.3. We have either

d

1

< d, or p = 1 and �p�

1

< �!. In both 
ases, the indu
tion hypothesis implies that

there exists a narrowing x

1

of x

0

, su
h that there exist d

1

linearly independent solutions

h

1;1

; : : : ; h

1;d

1

to (1.1) in E

x

1

d

1

�1

, whi
h 
orrespond to solutions to the asymptoti
 Ri
atti

equation in

~

f

1

.

Similarly, for i running from 2 to m, assume that we are given a narrowing x

i�1

of x

1

and 
onsider the re�nement f = 


i

e

��

i

x

+

~

f

i

(v

~

f

i

> p�

i

). The Newton degree of the

resulting asymptoti
 Ri
atti equation in

~

f

i

is d

i

< d. Hen
e, by the indu
tion hypothesis,

there exists a narrowing x

i

of x

i�1

, relative to whi
h there exist d

i

linearly independent

solutions h

i;1

; : : : ; h

i;d

i

to (1.1) in E

x

i

d

i

�1

, whi
h 
orrespond to solutions to the asymptoti


Ri
atti equation in

~

f

i

.

Finally, by the se
ond 
orollary of theorem 4.1, there exists a narrowing ~x of x

m

,

su
h that (1.1) admits d

0

linearly independent solutions h

0;1

; : : : ; h

0;d

0

in E

~x

d

0

�1;0

, whose

logarithmi
 derivatives are solutions to (4.1). By 
onstru
tion, solutions h

i;j

and h

i

0

;j

0

ne
essarily belong to di�erent dire
t summands of E

~x

d�1

for i

0

6= i. Hen
e the h

i;j

are

linearly independent. By lemma 4.1, we have d = d

0

+ � � � + d

m

, whi
h 
on
ludes the

proof of the theorem. 2

Referen
es

�

E
alle, J. (1992). Introdu
tion aux fon
tions analysables et preuve 
onstru
tive de la 
onje
ture de

Dula
. Hermann, 
olle
tion: A
tualit�es math�ematiques.

In
e, E. (1926). Ordinary di�erential equations. Longmans, Green and Co. Reprinted by Dover in 1944

and 1956.

van der Hoeven, J. (1996). On the 
omputation of limsups. Journal of Pure and Applied Algebra,

117/118:381{394.

van der Hoeven, J. (1997). Automati
 asymptoti
s. PhD thesis,

�

E
ole polyte
hnique, Fran
e.


